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Abstract 

 

Industry 4.0 (I4.0) has emerged a distinct impact on industrial workforce and created 

demand for diverse set of workforce skills and domain knowledge. Accordingly, I4.0 

production systems are in need for developing and utilizing an appropriate workforce planning 

that considers workers with different type of skills to cope with the production requirements 

and keep up an efficient production. The I4.0 philosophy advocates the usage of advanced 

wearable technologies. Such wearable devices are able to monitor workers’ status and record 

vital signs and physiological data. It is well known in literature that workers performance in 

production systems is linked to their job satisfaction level as well as psychological well-being. 

There is much active research in the area of advanced physiology measurement technologies 

and incorporating the workers’ health data into industrial applications in real time. In essence, 

it is expected that smart wearable health devices provide the ability to boost job satisfaction, 

reduce human errors, and affect performance by helping managers for more efficient task 

matching and scheduling.  

This research is focused on developing job assignment models in the context of I4.0 and 

has considered both workers’ physiological status and the skills required to achieve the 

production goals. The ultimate goal of the proposed models is to maximize productivity by 

matching operations tasks to workers with different required skills and various skill levels. This 

study also considers workers' performance indicator which is predicted by machine learning 

models using workers’ physiology measurement. The assignment model could provide 

promising results in moving toward real-time application of workers’ physiological status in 

order to better assign production tasks and maximize production value. 
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1. Introduction 

1.1 Background 

 

In recent years, certain technologies such as cyber-physical systems, variety types of 

sensors, Internet of Things (IoT), and smart networks have evolved and started to influence 

different areas in both service and manufacturing sectors. These developments are referred to 

as the fourth industrial revolution, also known as “Industry 4.0” [1]. 

As these technologies contribute to more automation for simple manufacturing 

processes, one can expect an increase for highly complex workspaces. In addition, in near 

future, structures for communication and collaboration will be modified and therefore, 

processes will become more interconnected. This will lead to a transformation in working 

models which is defined as how work is planned, organized, and managed. Consequently, the 

technical, organizational, and social aspects of work activities will interweave. I4.0 will not 

only affect technology and production, but our way of working will be one of the most affected 

dimensions [1].  

One important aspect of I4.0 is empowering customers with the so-called individualized 

products in small batches at reasonable costs by enabling an adaptive production process and 

optimizing value chains and value-added networks [2]. Hence, the manufacturing tasks are 

changing to accommodate the individual customized products and the associated demands 

which lead to a need for adaptive employees who are able to perform different types of tasks. 

Moreover, I4.0 will alter the nature of work processes and that would result in conversion of 

employees’ roles and required skills [3]. This transformation will alter job profiles, 

necessitating the acquisition of a new and diverse set of worker skills which create the need for 

multi-skills workers [1], [4].  

 A production manager in the era of I4.0 is in need for developing and utilizing an 

appropriate workforce planning that considers workers with different type of skills to cope with 
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I4.0 requirements and achieve efficient production. Chartered Institute of Personnel and 

Development (CIPD) defines workforce planning as “A core process of human resource 

management that is shaped by the organizational strategy and ensures the right number of 

people with the right skills, in the right place at the right time to deliver short-and long-term 

organization objectives” [5]. Therefore, the question here is what these skills are and how to 

assign workers to jobs in a way that achieves efficient results in production performance.  

 Workers’ performance has always been an important factor in manufacturing processes. 

I4.0 introduces advanced technologies that aim to improve both workers and production 

performance. A branch of I4.0 technologies, known as wearable devices, has focused on 

collecting health data and analyzing workers individual performance. Some of these wearable 

devices provide additional strength to workers helping them to perform tough jobs like lifting 

heavy loads. Other devices monitor workers’ status and measure vital and physiological 

markers. Certain researchers have started investigating how advanced physiology measurement 

technologies can be incorporated into an industrial application to increase worker’s 

performance and wellbeing at assembly stations via assessing worker wellbeing in real time 

[6]. In essence, smart devices have the ability to boost job satisfaction, reduce confusion and 

errors, and affect performance by providing visible clues to managers for matching task to 

workers [7]. Moreover, these smart devices are useful not just for personal well-being, but also 

for improving overall operation [8]. It should be also noted that performance is correlated with 

psychological wellbeing and health [9][10]. High performance has been linked to a high level 

of job satisfaction as well as a high level of psychological well-being [11]. Individuals with 

diverse knowledge and capabilities in their work settings are more likely to experience work-

related stress when the work demand is not matched with their capacities[12], [13]. In this 

regard, boredom and under-incentive have been identified to influence operator performance 

[14]. 
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 Workers’ assignment models in I4.0 have to consider both workers skills and the skills 

required to achieve potential improvement in production and profitability. Moreover, I4.0 

provides means that measures workers’ physiological status in real-time. Since the worker’s 

status proven to affect his/her performance, engaging this information in job assignment 

models is promising in order to increase model effectiveness toward improving production 

performance. Accordingly, this research is focusing on building job assignment models 

considered the above-mentioned aspects of I4.0.   

1.2 Research Objectives 

The objective of this research is to develop an efficient job allocation model in the 

context of industry 4.0 that considers identifying the right skills needed for I4.0 and matching 

workers who possess these skills with jobs in order to achieve optimum performance level. The 

research objectives are listed below:  

- Reviewing and selecting the current skill sets and models in the published literature to 

define the skills needed for the jobs related to I4.0 systems.  

- Developing job assignment models that can assign workers to jobs based on their skill 

levels and the skills required by job. 

- Advancing the job assignment models by engaging a significant real-time factor that 

affect workers performance.  

- Developing a machine learning model to predict the performance factor value which is 

used in the assignment model. 

Chapter 2 provides a review of the published literature with respect to (i) required skills 

for Industry 4.0, (ii) job assignment models that are suitable for 4.0, (iii) models that consider 

multi-skills worker and job rotation, and (iv) real time monitoring in workplace using wearable 

devices. Chapter 3 presents the details on skills and competencies selection model, and presents 

the developed job assignment models. Chapter 4 provides and discusses the results of the job 
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assignment models. Chapter 5 provides the conclusions and presents the future directions of 

this research.  
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2. Literature review 

2.1 Industry 4.0 definitions 

 

Schumacher et al.[15] defined Industry 4.0 as recent technological advances where 

physical objects, human actors, intelligent machines, production lines and processes across 

organizational boundaries are integrated by the internet and its related technologies (e.g. 

sensors, embedded systems) which is called smart network in order to form an intelligent and 

agile value chain. 

Wang et al. [16] described the main idea of Industry 4.0 as the use and implementation 

of emerging technologies to integrate business and engineering processes in order to get 

flexible, efficient, high quality, and low-cost production operations. Tay et al. [17]  defined the 

Industry 4.0 as a combination of new technologies and ideas that will transform the existing 

value chain toward a connected value chain by smart systems and intelligent technologies that 

is able to be self-organizing and provides dynamic control within the organization. 

2.2 Workforce Planning in Industry 4.0  

2.2.1 Skills Requirement 

 

Shaw et al. [18] reviewed the automation effects on employee’s skill development and 

workspaces complexity. The authors provided recommendations to ensure the retention of jobs 

and workforce in an industry 4.0 environment. The authors concluded that the implementation 

of smart production systems will result in automation for simple and routine processes in which 

human involvement will be decreased. On the other hand, some processes become more 

complex and probably need high-skilled employees. Therefore, they recommended 

organizations to have a qualification strategy for employees to cope with this dynamic working 

environment.     

Balalle et al. [19] discussed what skills employees need to develop and how to adapt to 

I4.0 workplace. They believed physical and manual skills will decline in new workplace, while 
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technological, social and emotional skills are in demand. Regarding the adaptation of new 

skills, the strategy of continuous learning process is recommended to be an essential 

organization culture in order to improve employee skills according to work requirements.    

A Competency Model for “Industry 4.0” employees developed by Prifti et al. [1] 

focusing on competencies needed in Industry 4.0 environment. They used SHL Universal Competency 

Framework which is “a generic foundation for building competency models” along with focus group to 

develop their model. The model is represented in a table which displays number of competencies 

clustered in eight groups (leading, supporting, interacting, analyzing, creating, organizing, adapting, 

and enterprising), followed by 20 competency dimension that divide these groups to 112 component 

competencies mapped to three disciplines; information systems, information technology, and 

engineering. 

Rehe et al. [20] emphasized that the integration of new technologies will have radical 

impact on various tasks and job profiles for all staff members as these technologies alter the 

requirements across the whole value chain and lead to new processes. The authors presented a 

qualification model named LTA-FIT (Learning, Training, Assistance– Formats, Issues, Tools). 

The model focusses on learning and training existing employees in three levels for small and 

medium size enterprises (SME) in Germany. Each level has its own format, issues, and tools 

according to the organization requirements. 

Schinner et al. [21] introduced a competence classification overview that matches 

Industry 4.0 requirements. Their classification includes technical, methodological, social, and 

self-management competencies. The technical competencies defined as specialized 

competences applicable in specific areas such as machine operation. The methodological 

competencies are defined as methods with a clear functional focus such as analytical ability. 

The social competencies can be defined as interactional competencies such as communication 
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skills. The self-management competencies are defined as competences relevant to self-

organization such as willingness to learn, reliability, and openness to change.  

Baena et al. [22] argued that Learning Factories were considered to be effective for 

developing theoretical and practical knowledge in a real production environment. The Learning 

Factories is a hands-on prototyping and design laboratory that provides students with modern 

tools for prototyping, manufacturing, and training in a safe environment. They concluded that 

Learning Factories may contribute to leverage the way towards new manufacturing trends such 

as industry 4.0.  

Linda and Mattias [23] comprised a literature review on recent studies that analyze the 

implications of Industry 4.0 and cyber physical systems on labor and work organization. Their 

research revealed that Industry 4.0 would lead to a significant decline in low-skill jobs and 

would result in an increase in high-skill activities and a rising complexity in many job profiles. 

They also anticipated a significant growing of continuous learning, training, and education for 

workforce to adapt to future qualification required by Industry 4.0 technologies. 

Hecklau et al. [24] presented competence model and showed an approach of how 

companies can make use of the model to meet arising challenges in Industry 4.0. The model 

identifies main challenges in Industry 4.0 by conducting an extensive literature review. Then, 

based on a further analysis of those challenges, a list of essential core competencies for 

employees was derived. By visualizing the identified core competencies, a user can detect 

competence gaps at the first sight. The visualization in [24] is based on the concept of radar 

charts, which are used to display multivariate data in a two-dimensional chart. Competencies 

are clustered around their categories and the red areas symbolize the minimum required 

competence level for each competence as shown in Figure 1.  
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Figure 1. Visualized competence model [24] 

Fareri et al. [25] studied the effects of Industry 4.0 on business value chain in terms of 

competencies and job profiles. The authors applied Porter value-chain model. In [26], the 

authors included five primary functions and four supporting functions in addition to the six 

professional archetypes 4.0 proposed by Fantoni et al. [27] to visualize which of these 

professional archetypes are distributed across different business functions. This was done by 

applying automated text mining to analyze the literature in order to associate the emerging job 

profiles resulting from Industry 4.0 for the primary and supporting business functions [27]. The 

results are presented in Table 1.  

Kazancoglu and Ozen [28] proposed structural competency model for workforce 4.0 in 

five stages. The modeling was initiated by identifying the needs for an organization to be 

transformed to an Industry 4.0 organization. The second stage is about identifying the needs 

from workforce 4.0 which represents the understanding of job profile changes. The third stage 

deals with defining criteria for workforce 4.0 such as ability of dealing with complexity and 

problem solving. After that, the core stage of the model begins where Fuzzy DEMATEL is 
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used as the multi-criteria decision technique. The advantage of using Fuzzy DEMATEL is the 

ability to examine criteria’s prominence and causal relations. The result of the Fuzzy 

DEMATEL represents the fifth stage which can be used to support human resource 

departments with the selected criteria in recruitment processes.  

Table 1. Professional archetypes distribution across business functions 

Professional archetypes Business functions (Primary and supporting) 

Data Architect All  

IT Architect Logistics and IT 

Geek Business Management and Facilities 

Investigator Facilities and Quality control 

Perfectionist Facilities, Quality control, and Accounting 

Prophet IT and production 

Strategist Marketing, Business Management, and R&D 

 

   

Dworschak et al. [29]  presented competence needs for Cyber- Physical Systems (CPS) 

in manufacturing. The competence needs are drawn from technology forecasting and early 

identification of skill needs by using a model of industry maturity based upon technological, 

work organization, product and service innovation [30]. The required skills and knowledge 

include technical, social and collaboration, deep operational and business informational, IT and 

engineering knowledge. 

Hartmann and Bovenschulte [31] proposed a methodology to analyze the skill needs 

for Industry 4.0 based on European Technology Platform on Smart Systems Integration 

roadmap [32]. The methodology considered two aspects of skill requirements. First, various 

models of industrial organization will result in different skills needs. Second, for different 

subsets of the technologies, there will be different skills needs that depend also on workforce 

segments in different sectors. The second aspect can be viewed as a matrix of different needed 

skills in different workforce segments (e.g., managers, engineers, labor, etc.) and in different 

sectors (e.g., production, sales, finance, etc.) depending on different subsets of technologies.  
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Adolph et al. [33] derived competencies features for future production based on small 

scale literature review for production challenges and megatrends such as globalization, 

shortening of product life cycles, new technologies, scarce resources, knowledge society, and 

demographic change. They concluded that competencies should have positive impacts on 

flexibility, changeability, resource efficiency, and process efficiency.  

Mittelmann [34] used European Political Strategy Centre framework (see Figure 2) as 

the starting point to derive competencies needed for work 4.0. The author expanded and 

restructured the framework into categories of competencies and supported the selection of the 

competencies by performing small scale literature review. The author presented a model which 

consists of three main categories: intrapersonal, interpersonal, and a category related to 

Information and Communication Technologies (ICT) along with their corresponding 

competencies as shown in Table 2. 

 

Figure 2. T-shaped skills framework [35] 

 

Galaske et al. [2] presented a toolbox for workforce management 4.0 that can be used 

to assess the organization’s readiness for Industry 4.0 by identifying the current situation of the 

organization and determining the next steps to reach Industry 4.0 vision. A toolbox named 

WM4.0 was developed based on the VDMA (German Engineering Federation) Guideline 

Industry 4.0 and Generic Procedure Model for Small and Medium-sized Enterprises [36][37].  
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Table 2. Categories and correspondent competencies[34] 

Intrapersonal competencies 

Critical thinking 

Using good judgement and common sense as well as logic and 

reasoning to identify the strengths and weaknesses of alternative 

solutions, conclusions, or approaches to problems. 

Sense-making 
Determining the deeper meaning or significance of what is being 

expressed visually or in written or spoken texts 

Novel and adaptive 

thinking 

Routinely thinking across boundaries and coming up with 

responses and solutions beyond that which is rote or rule-based 

Transdisciplinary 

Understanding concepts across multiple disciplines and 

crossing many disciplinary boundaries to create holistic 

solutions 

Self-direction 

Guiding and organizing oneself, steering and controlling one’s 

learning, and maximizing cognitive functioning with respect to 

well-being 

Interpersonal competencies 

Communication 
Active listening, conveying information comprehensibly, having 

difficult conversations with ease to avoid resp. resolve conflicts 

(Virtual) 

collaboration 

Working productively, driving engagement, and demonstrating 

presence as a member of a (virtual) team 

Social intelligence 
Connecting to others in a deep and direct way, sensing and 

stimulating reactions and desired interactions 

Intercultural 

competency 
Operating effortlessly in different cultural settings 

ICT-related competencies 

ICT fluency 

Using computers, communication technologies and applications 

to access, manage, integrate, evaluate, and create information 

in order to take part in a knowledge society 

Computational 

thinking 

Identifying general principles and patterns in data, processes, or 

problems, effectively explaining the purpose and meaning of 

problems and their potential computational solutions 

Social media literacy 

Critically assessing and developing content that uses social 

media 

forms, and leveraging these media for persuasive 

communication 

Information security 

awareness 

Realizing the consequences of revealing personal information on 

the 

web, and taking appropriate actions to protect personal 

information 

from misuse and unwanted dissemination 
 

Four categories shaped the WM4.0 toolbox: hard skills, soft skills, usability and 

operability, and work environment. Each category has three application fields depending on a 

specific category such as IT (Information Technology) and business process knowledge for 

hard skills category and social competences for soft skills category. In each application, there 
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are five development phases towards Industry 4.0 vision where the highest level of the 

development phase represents the vision of Industry 4.0. 

Mourtzis [38] derived competencies required for Industry 4.0 based on literature review 

of related technologies and categorized them into four groups: technical, methodological, 

social, and personal. The author associated these groups of competencies and their level of 

importance (low, intermediate, and major) to the employees’ roles in the enterprise, i.e. 

technical workforce, production engineer, and executives. For example, the technical 

competences group is at low importance level for executives. The technical competences group 

includes equipment operation, process understanding, and knowledge interpretation. 

Methodological competences group includes creativity, decision making, and problem solving. 

Social competences group includes communication, knowledge transfer, and leadership. 

Personal competences group includes responsibility, motivation, and flexibility.  

Kusmin et al. [39] proposed a visualization diagram for competency management 

platform that can be used as a communication channel among the stakeholders interested in 

preparing and upskilling the workforce for industry 4.0. Stakeholders involved in the 

competency management process includes individuals, employers, governments, policy 

makers, education, and training providers. In this respect, businesses would be able to assess 

their employees’ competencies and identify the gap based on their needs and market trends. 

Furthermore, academic and training organizations would be able to visualize future 

competency and estimate the relevant trends. In addition, governments can direct their 

initiatives toward needed competencies. Likewise, a case study was conducted in an ICT firm 

where stakeholder interactions across competency management have been studied. Here, the 

concentration was on the workers to assess their own competencies as well as their team 

members based on the model presented in [24] (which was discussed earlier). The firm could 

identify the gap and concluded that the inclusion of workers would result in achieving 
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innovation in the workplace designing process as recommended by [40]. The authors support 

the idea where the responsibility for upskilling and “lifelong learning” seems to be moving 

more and more from educational institutions and companies to individual workers. 

  Lupicka and Grzybowska [41] tried to answer the question of what competencies 

required for industry 4.0 managers. Based on literature review, the authors identified three 

categories of core managerial competencies each composed of number of skills and ability. 

Then a survey was conducted amongst selected practitioners’ experts, researchers, and students 

to rank these skills and abilities. The three categories: technical, managerial, and social and 

their dependent skills and abilities ranking are shown in Figure 3, Figure 4, and Figure 5 

respectively. 

 

Figure 3. Technical competencies [41] 
 

 

Figure 4. Managerial competencies [41] 
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Figure 5. Social competencies [41] 

Acerbi et al. [42] developed an assessment tool for skills 4.0 based on maturity models. 

The tool evaluates soft and hard skills, and knowledge about ICT for managers and operators 

working in manufacturing companies. It is a self-assessment tool with five levels: proficient, 

competent, practiced, aware, and basic. Proficient indicates that a worker is completely able to 

manage the emerging technologies, willing to improve his/her capabilities, and being able to 

use tablets, PC (personal computer), and the installed software. Basic indicates that a worker 

is not aware of the majority of new technologies, not willing to improve his/her capabilities, 

and not familiar with the use of tablets or PC. The assessment is achieved by conducting a 

questionnaire tailored to each job profile on three dimensions: soft skills, hard skills, and 

knowledge about ICT. The authors then applied the tool to a real case assessing ten different 

job profiles such as production manager, maintenance supervisor, warehouse operator, 

production operator, and data scientist. The results indicate that, all the job profiles are just 

about the third level in soft skills compare to knowledge about ICT where they are around level 

five except the warehouse and production operators being around the third level.  

Pinzone et al. [43] developed a list of technical skills related to five organizational areas 

within Industry 4.0: operations management, supply chain management, product-service 

innovation management, data science management and IT-OT (operational technology) 

integration management. The identification of the organizational areas and their related 

technical skills was based on literature review. Technical skills classifications for the 
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manufacturing field were analyzed based on classifications provided by national and 

international bodies [44][45]. Technical skills were used as input for focus groups consist of 

recognized manufacturing experts to enhance and specify the initial list of skills. Finally, 

interviews with technology providers and manufacturing companies’ stakeholders were 

performed to check and refine the technical skills according to the five organizational areas. 

Bensghir et al. [46] discussed the necessary qualities for future workers adapted from 

[47] where the qualities categorized in two main groups; personal and technical. In each group, 

there are three levels of qualities. The first level includes qualities that workers must have such 

as IT knowledge which belongs to the technical group. The second level includes qualities that 

workers should have such as mindset for continuous improvement and lifelong learning and 

categorized as personal. The third level includes qualities that workers could have such as 

specialized knowledge about technologies which belong to the in the technical group. The 

authors predicted that industries are going to need individuals who have adequate level of 

education and experience in social science due to interdisciplinary and multicultural 

workplaces. Consequently, the authors stated that advanced education institutions are able to 

provide individuals with these qualities. It was also emphasized that the main labor’s tasks are 

going to be related to supervising and regulating the automated complex processes and the 

applications executed by machines [48].  

Bermúdez and  Juárez [49] conducted a study to identify the required competencies of 

operational management personnel for 10 automotive part suppliers through a literature review. 

They ranked these competencies in terms of importance, opportunity, and strength by 

performing qualitative study which also includes 15 operation managers. In addition, the 

authors supported the idea by Lorentz [50] which points out that "soft" skills will be more 

important for employees due to the need for high flexibility to adapt new roles and work 
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environments and becoming familiar with constant interdisciplinary learning to increase 

communication and trust.  

The authors in [50] highlighted that companies in the manufacturing sector will face 

major challenges in transition to Industry 4.0 due to the excessive use of robots and software. 

This demands new skills obtained by workers such as high qualification in information 

technologies, analytics, research and development. Therefore, the workers are able to complete 

tasks associated with data-based quality control, robot-assisted production, automotive 

vehicles for logistics use, intelligent supply network, predictive maintenance, and self-

organized production. 

Bongomin et al.  [51] identified required skills for Industry 4.0 through a broad 

literature review in the field of engineering, production, and management. The identified skills 

in their study are divided into technical and personal skills. The technical skills are subdivided 

into theory, hardware, software, and algorithm skills. The authors also supported the idea that 

there will be transition in job demand from lower-skilled to highly-skilled jobs [52]. This study 

emphasized that there is still a need for human skills for tasks that artificial intelligence (AI) is 

unable to perform [53]. Therefore, to protect most jobs, individuals and organizations have to 

invest in improving the necessary skills via higher education and advanced training [54]. In 

this regard, higher education institutes specially the universities have to prepare their graduates 

for the transforming workforce landscape [55][56]. 

Maisiri et al.[57] explored the required skills for Industry 4.0 in the engineering 

profession by performing a systematic literature review and then categorized the result in two 

main categories; technical and non-technical (soft skills). Each category divided into 

subcategories and then skills set as shown in Table 3. Among these skills sets, the top three 

soft skills required in industry 4.0 employees as stated by [58] are creativity, emotional 

intelligence, and proactive thinking where they grant the employee to adapt the incremental 
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changes in Industry 4.0 environment. Another aspect brought by [59] and endorsed by [57] is 

the fact that collaboration of humans and robots will be inescapable to improve productivity in 

industry 4.0. In addition, Intelligent machines cannot apply common-sense reasoning or show 

empathy where it needed to increase productivity and that can be performed by humans [60]. 

Table 3. Skills required for I4.0 [57] 

Skills Category 
Skills sub-

category 
Skills set 

Technical skills 

Technological 

skills 

Designing skills that incorporate virtualizing, simulating, 

interoperability, modularizing, decentralizing capabilities. 

Fault and error recovery skills 

Application and use of technological skills 

Process digitalization and understanding 

Ability to work with the internet of Things, autonomous 

robots, 3D printing, and other advanced technologies. 

Interaction with modern interface 

Programming 

skills 

Computational skills 

Simulation skills 

 

 

Coding 

Computer and software programming skills 

Software Development 

Digital skills 

Data analytics / data processing 

IT/data/cyber security 

Cloud computing skills 

IT knowledge and abilities 

Artificial intelligence skills 

Digital content creation skills 

Non-technical 

skills/soft skills 

Thinking skills 

Creativity, innovation, practical ingenuity 

Critical and logical thinking 

Flexibility 

Complex problem solving, troubleshooting 

Analytical thinking skills 

Technical and literate communication 

Collaboration (including machine-human) 

Interdisciplinary skills 

Social skills 

Teamwork 

Perspective-taking 

Professional ethics 

Understanding of diversity 

Self-awareness, self-organization 

Interpersonal skills 

Personal skills 

Social responsibility and accountability 

Lifelong learning skills 

Leadership skills/people management 

Emotional intelligence 

Negotiation skills 

Entrepreneurship 

Adaptability 
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Based on the reviewed literature, it is clear that most of the researchers agree on 

dividing the skills needed for industry 4.0 into three main categories: technical, 

managerial/methodological, and social. Some research studies divided the social category into 

interpersonal and intrapersonal, while others consider personal as subgroup of social. Two of 

these studies identified the skills needed for Industry 4.0 along with the level of each skill.  

There are two important research outcomes from [24] and [41] are used in this research. 

The modeling in this research will utilize the chart presented in the former to select which skills 

and skill level are needed for each job. The latter focused on what competencies required for 

industry 4.0 managers.  

2.2.2 Job Assigning 

Tsarouchi et al. [61] proposed a method for tasks assigning to a human and robot in 

separate workstation. This method consists of a set of decisions based on an evaluation of three 

criteria: (i) resource suitability to ensure that a resource is suitable to execute the task, (ii) 

resource availability, and (iii) operation time where a task will be assigned to resources with 

minimum operation time. A resource could be a human or a robot. The decision on suitability 

criteria is binary. The authors did not provide details about what considered in this criterion 

nor the evaluation method.  

Fiasche et al. [62] proposed a model to maximize the match between worker capability 

and job requirements where a worker who has suitable capabilities for the job will be selected. 

Besides, the model considers the worker’s preferences to perform a job. The model assumes 

that that each worker is described by a certain level of physical, sensorial, and cognitive 

capacities and a defined level of proficiency associated with each knowledge and skill. 

Moreover, each worker has defined preferences for the jobs he/she would like to perform. 

Similarly, each job requires a certain level of physical, sensorial, and cognitive capacities, and 

relevant knowledge and skills. However, the authors did not discuss how a job requires 
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physical, sensorial, and cognitive capacities nor the type of scaling used to determine these 

skill levels.  

Campbell [63] developed a two-stage stochastic model for scheduling and allocating 

cross-trained workers (i.e. those who trained to work for more than one department or task) in 

a multi-department with random demands. The model consists of two stages; (1) dealing with 

scheduling and (2) dealing with job assigning. Dividing the model into two stages is based on 

a framework for workforce planning and scheduling decisions developed in [64] and structured 

as planning, scheduling, and allocation. The proposed model formulation is based on a model 

developed in [65] but it was extended to multiple departments and time period. The first stage 

covers scheduling over a time horizon where the model considers the cost of workers, and the 

optimization objective is to minimize the cost while maximizing the scheduling of required 

workers over a period of time. The second stage covers job assigning to allocating available 

workers in each department to accommodate demands where the model objective is to 

maximize allocation of workers considering worker daily productivity. The productivity of 

workers is given as a value between 0 to 1, but it is not clear how that value is determined and 

based on what factors. 

 Digiesi et al. [66] proposed an optimization model to balance the workload when 

adopting job rotation to reduce the ergonomic risk mainly musculoskeletal disorders (MSDs) 

risk and to meet required production rate. The model focuses on repetitive assembly tasks and 

use the RULA (Rapid Upper Limb Assessment) method as risk evaluation tool where the total 

risk level of each worker when perform different job during planning period must be under a 

certain level. For the production part, the model uses a production factor for each worker that 

depends on worker skills and age, but the authors did not provide details about the evaluation 

methods of that factor. 
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Norman et al. [67] proposed a worker assignment model that maximize profit that based 

on three components: productivity, quality costs and training costs. The model considers 

workers’ skill with different skill levels. The authors divided the skills into two categories; 

technical and human skills.  There is a given weight for each category in the proposed model. 

Each job has a necessary skill level of certain skills where workers must have at least this skill 

level value to perform a job. Productivity and quality components in the objective function are 

associated with a worker’s skill level required to perform a job. A worker who has the highest 

level of skills required by a job, his/her productivity and quality level will get a value of 1.0, 

otherwise it will be less than 1. The authors did not discuss the determination of the productivity 

and quality level, and it is assumed as given values.  

Akyol and Baykasoğlu [68] proposed a solution for the assembly line worker 

assignment and balancing problem (ALWABP). This type of problem occurs when the 

execution of every task is varied depending on workers. Therefore, the primary objective 

function to model this type of problem is to minimize the cycle time. The authors used a model 

for this problem proposed by [69]. They solved the model by using multiple rule based 

constructive randomized search (MRBCRS) algorithm. The algorithm considers 39 task 

priority rules and 4 worker priority rules used to sequence tasks and select workers. The rules 

in the approach are obtained from [70] and [71]. In their problem-solving approach, the 

suitability of a worker to perform a task is based on processing time. The worker processing 

time of a job is assumed to be known and it is not determined by the model. 

Weckenborg et al. [72] developed a mixed-integer programming model for balancing 

and scheduling of assembly lines with collaborative robots. In [72], a task can be performed in 

three ways: by human only, robot only, or both in collaborative way. The authors endorsed the 

idea that humans and robots are complementary to each other and not competing each other. 

This idea was also indicated by [73] and [74] where human has characteristics like adaptability, 
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flexibility, decision making skills, and creativity while robot has attributes like strength, 

endurance, speed, and accuracy. In their model, the authors focused on part scheduling 

considering task flow where predecessor task finished before starting the next one. In essence, 

that part of the model is an extension of formulation that has been proposed in [75] and [76]. 

The model objective is to minimize the cycle time. The main assumption here is that the task 

can be performed by either human, robot, or collaboratively. It is to be noted that no 

information was mentioned about the task nature and if its required certain ability such as 

strength where robot become the best choice. Instead, the main factor to assign the task is the 

execution time. Therefore, the task will be assigned to whoever can perform it in the shortest 

time either by human, robot, or collaboratively and the execution time assumed to be known. 

Gomar et al. [77] developed a linear programming model to optimize the allocation of 

multiskilled workers to certain jobs and tasks in construction projects. Based on a study 

conducted by [78], the authors assumed that the success of multiskilling relies on the manager’s 

ability to assign workers to appropriate tasks. Their model was named Multiskilling 

Optimization Model for Allocation (MOMA) and focused on minimizing the total number of 

workers, switching, hires and fires. However, the parameters value used for switching, hiring 

and firing in the objective function are not clear. Moreover, the model simulation results show 

that a worker can be assigned for a job for certain time because he/she obtained a particular 

skill. It seems the model assumed a job will require only one skill and not a combination of 

skills. Moreover, it considers only whether the worker has the skill or not. This model has not 

considered the level of skill obtained by a worker.  

Lian et al. [79] proposed a model to solve a multi-skilled worker assignment problem 

in the context of Seru production systems. This refers to a type of cellular manufacturing with 

the purpose of deconstructing long multi-product conveyor assembly line in order to improve 

flexibility in order to consider differences in workers’ skill sets and proficiency levels. The 
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authors insisted on production flexibility and advocated other authors’ opinion who argue that 

the due to the changing nature of products in industry 4.0, production systems need to obtain a 

high-level flexibility and agility [80]. In their literature review, the authors concluded that 

several studies considering workers differences from one another in the skill set, but their skills 

level are defined as binary parameters where a worker either perform the task as specialist or 

cannot perform it at all. However, in their model, skill level is ignored too, i.e. they considered 

one skill per task. They solved the model by letting the product to require more than a task/skill. 

In terms of proficiency level, the authors measure workers’ skill level by comparing the time 

he needs to perform a task compared to the standard time. In essence, measuring the time each 

worker needs to perform a task may not be a good representation of their skills.    

Savino et al. [81] addressed the problem of disruption occurrence in workforce 

assignment and scheduling in U-shaped assembly lines where the number of operators is less 

than the number of workstations. The authors argued that the workforce assignment usually 

addressed with centralized approaches, which fail when dynamic events occur, forcing to re-

schedule the workforce several times. Therefore, the proposed approach consists of a two-

step’s procedure. The first step involves a centralized scheduling process based on a constraint 

optimization problem (COP) for initial operator scheduling, which was introduced by [82]. 

This step aims to maximize throughput considering different workstations with different 

capacity to perform jobs, number of jobs in different buffers, different shifts, and number of 

operators whom skills level is neglected and considered in a same level of proficiency.  Second, 

a decentralized algorithm performed by a multiagent system (MAS) to manage workers in case 

of unforeseen events mainly workstation failure or operator missing addressed with centralized 

approaches. The MAS can play a key role for managing disruptions because agents (Operators 

and Workstations) are able to interact, cooperate, and negotiate tasks dynamically by 

acknowledging their current status.  
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 The problem is approached in two main steps. First the COP will initiate scheduling of 

workers to all the workstations as a centralized solution (CS). Second, a decentralized solution 

(DS) is performed with MAS to support the CS in case of unforeseen events. Therefore, in the 

case of machine failure, if more than one machine is available, the operator is assigned to the 

machine with the longest waiting time. If there is no such waiting machine, the operator will 

be assigned to the next available machine. The authors could validate their approach by 

comparing the throughput when applying only the CS and also with the support of DS. They 

conclude that applying both CS and DS increases the throughput.  

Ayough et al.[83] proposed a job assignment and rotation model considering human 

characteristics. In particular, workers boredom was considered. The authors in [84] advocate 

the opinion that integrating human factors into job assignments is essential where 

physical/cognitive human characteristics and behaviors are being considered. The model 

rotates workers during a given planning horizon with an objective to minimize total assignment 

boredom and cost. Their model was built based on a model proposed by [85] that minimizes 

the workforce cost and the level of boredom due to assigning the same jobs to the worker during 

the planning horizon. However, the authors investigate further about boredom and defined it 

as function of two jobs similarity (‘one if identical, zero if totally different’) and if performed 

by a worker in two consecutive periods. Assigning cost was not defined in detail, instead a 

predetermined cost value is provided to each worker for each job they undertake. 

Mossa et. al [86] developed mixed integer nonlinear programing model to find optimal 

job rotation assignment for manual tasks with a high frequency of repetition that maximizing 

the production rate, reducing and balancing human workloads and ergonomic risk. According 

to [87], job rotation is the most common labor flexibility method in the case of repetitive 

assembly tasks aiming to increase productivity and smooth workload and to deal with the 

related ergonomic risk among employees. During a shift of eight hours there will be five breaks 
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and workers will be rotated after each break time. The model considered workers’ performance 

based on skills level and measured it based on task completion time. It is evident that lower 

skill level will result in longer task completion time. The skills levels are assumed as three 

levels; high (1.00), medium (1.15), and low (1.25). It was given as direct input to the model, 

i.e. not based on calculations. The authors applied the model to an industrial case study and 

concluded that the model has an ability to identify optimal job rotation assignment achieving 

productivity and ergonomic risk goals.  

Moussavi et al  .[88] proposed an assignment model with an objective to minimize the 

total production time by assigning workers with different skill levels to workstations based on 

the worker’s task executing time. The task executing time depends on the workers’ efficiency. 

The authors used the procedure proposed in [89] to calculate worker’s efficiency. The 

efficiency based on utility function is used to calculate accumulative value of four contributing 

factors: skills, height, age, and experience level of workers. In the utility function, there are 

three intervals value for each factor; forbidden “zero” where the level of worker is considerably 

below or higher than the acceptable range required by the job; excellent “one” where the level 

is within the range; and acceptable “below one” where the level of worker is slightly below or 

higher than the upper level. In this model, the authors applied skills factor only and used the 

worker’s efficiency value to determine the executing time for each task. The model also 

considered workers’ availability and the possibility of job rotation. However, this model deals 

only with one type of skills and neglects the variety of skills where in reality different tasks 

require different set of skills. Moreover, the rotation procedure was a relatively simple 

approach which is based on executing the model after reducing the worker availability in order 

to get different assignment combinations.   

Bentefouet and Nembhard [90] studied the impact of workers variability in performance 

on production output and characterize the optimal switching time between workers in work-
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sharing systems. The authors claimed that the influence of human behavior on production 

systems has been underestimated while the most attention focused on technological aspects. 

The authors developed their study based on mathematical analogy of two workers with two 

and three tasks. Their results suggested that when workers switching and cross-training policies 

are implemented, it is feasible to achieve both higher flexibility and higher production output 

where a calculus rule could be used to determine the optimal switching time.  

Xin et al. [91] proposed an assignment model considering cooperative multi-skilled 

workers with objective to minimize human cost and to balance workload of both assembly 

stations and processes. The authors believe that the multi-skilled worker is a key element in 

assembly production system [92]. They also mentioned that in order to improve the 

productivity and quality of that system, there should be cooperation between multi-skilled 

workers [93] where workers can help each other, and the workload should be distributed. Since 

workers have variation in their experience, knowledge, and training, there will be difference in 

workers’ skills [94] and that should be considered in the assignment procedure.  

The authors’ core idea was to divide workers into 3 types: elementary, intermediate, or 

senior-skilled worker based on their work experience in order to provide a quantitative 

relationship between the cycle time and multi-skilled workers. Then, the model will decide 

which two workers need to be combined to perform cooperatively one of the station’s processes 

that will result in reducing cycle time and balancing the load for that station. Therefore, 

elementary-skilled worker must cooperate with at least one intermediate-skilled or senior-

skilled worker to learn and avoid making mistakes. However, the authors only considered 

experience as the main factor that differentiates workers’ productivity, and they ignore other 

personal factors like cognitive ability and learning rate.  

Liu et al. [95] developed a mixed integer linear programming assignment model with 

an objective of minimizing both makespan and total flow time. Makespan is defined as the 
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completion time of a machine with the longest execution duration. Flowtime is the sum of all 

jobs' finalization times. The model considers multiskilled worker with different skills level in 

a hybrid flow shop. The authors claim that multiskilled worker assignment problem has been 

studied in the literature without considering different skills level. Moreover, since workers have 

different skills and skills level, job processing time will differ according to workers 

performance. In their model, the authors assume that each job has a standard processing time 

on a specific machine, but the actual processing time of that job is based on worker efficiency 

which is determined by skills level. They divided workers’ efficiency into five levels. However, 

the authors did not consider individual skill level nor the importance of that skill for the 

production system. In other words, they ignored the diversity of skills acquired by each worker 

and assumed that all workers have the same skill set but differ in skill levels.  

Wu et al. [96] developed a mathematical model to assign workers with different skills 

level to various jobs in divisional and rotating Seru production system in order to maximize 

throughput and balance the workload. In a divisional Seru, jobs are divided on stations and 

assigned to several multi-skilled workers, so a worker performs one or several jobs. In rotating 

Seru, each worker has to perform all the jobs starting from the first station to the last one and 

rotate again. According to [97], worker skills and the required jobs are the two factors that 

influence the throughput of Seru production system. The authors supported [98] the impression 

that multiskilled workers in Seru production systems should possess the capability of handling 

both technical and managerial jobs.  

According to [99], workers with higher comprehension abilities should be selected for 

complex Seru. However, the authors in their model considered workers’ skills level variation 

to not only maximizing throughput but also to balance the workload.  The authors assume that 

workers’ skills levels are different for different jobs. Hence, the jobs processing time will vary 

according to the workers’ skills level. However, they did not explain how a worker’s skills 



27 

 

level could vary according to the job. Moreover, the job processing time assumed to be a 

function of the worker’s skill level ratio, yet the calculation of this ratio was not explained. 

Wu et al. [100] developed a mathematical programing model with an objective to 

minimize training cost and maximize the balance of workload by assigning workers to tasks 

based on workers’ skills level and available working time in one shift. The authors emphasized 

on ideas presented in [101] where skill types and workers’ skill levels should be considered in 

worker assignment. The model could assign a worker who has higher skills level to perform 

the task compared to a standard skill level in order to minimize the difference between those 

levels which result in lower training cost. The training cost was calculated based on that 

difference. The worker’s available time is considered to balance the workload. Even though 

the authors are advocate of considering different types of skills in assignment model, in their 

model they did not consider that. Instead, they define the skill as worker proficiency of 

performing a task.  

Samouei and Ashayeri [102] presented an assignment model for assembly line 

considering three types of operators: robots, workers, and workers with assistant robot. The 

model objective is to minimize cost and cycle time. The task processing time and execution 

cost are based on the operator’s skills level. Tasks could be performed by robot or a human 

worker with various skill levels (low, medium, or high) alone or with assistant robot. The 

authors did not explain how the value of the task processing time and cost is determined. They 

assumed those as given and known values. 

Based on previous studies, it is clear that most of the published research dealt with 

worker skills either as only one type or different skills but with only one level. Some research 

studies emphasized on the importance of considering different skills with different levels but 

in their assignment model. In essence, those studies ignored differences in skill type and 
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consider the skill level as fixed number (or given input) by managers. A summary of the 

reviewed models is presented in Table 4.  

It should be also noted that none of the previous studies consider real-time data that 

affect workers performance. A worker has a certain level of different skills and he/she is 

expected to perform in certain performance levels. Nevertheless, in reality, the real time factors 

affect worker performance. Physical and mental health is an example of the real-time factor. 

All the previous studies have not considered real-time physical and mental health when 

assigning workers to perform jobs. Therefore, real-time data should be used to assign workers 

to jobs where the production rate is affected by the performance of those workers.  

In addition, suitability of a job to worker should be considered. In other words, a worker 

may perform well in one type of job compared to another one even though both jobs required 

same skills level. Thus, there should be a link between worker performance level and his/her 

current real-time data. The question now is which real-time factors that affect worker’s 

performance should be considered and can be measured during performance. One of the 

technologies that Industry 4.0 has provided is industrial internet of things (IIOT). In particular, 

personal wearable devices could provide real-time data about worker’s status. In the next 

section, studies related to the use of these device and their impact on performance improvement 

are reviewed.   

Table 4. A summary of reviewed assignment models  

Ref. Objective  
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level 

Production 

Measures* 
Comments 

[61] 
Min tasks 

execution time 
× × × × 

By assign task to the 

available faster 

(worker/robot) 

[62] 
maximizes 

worker-job fit 
✓ ✓ ✓ × 

By reduce difference 

between chosen worker 

qualification lev and the 

required by job 
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[63] 

to minimize the 

worker cost & 

maximize 

allocation of 

workers 

considering 

worker 

productivity 

× × × 
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productivity of worker is 

given as a value between 0 

to 1, no data about how that 

value is determined 

[66] 
balance the 

workload 

✓ 
 

× × 
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adopting job rotation to 

reduce the ergonomic risk 

mainly musculoskeletal 

disorders MSDs risk and to 

meet required production 

rate. production factor for 

each worker that depend on 

worker skills and age, 

(given value) 

[67] 

maximize profit 

that based on: 

productivity, 

quality costs and 

training costs. 

✓ ✓ ✓ 
P

ro
d
u
ct

iv
it

y
 a

n
d
 

co
st

 

worker who has the highest 

level for skills required by 

a job, his/her productivity 

and quality level will get a 

value of 1.0, otherwise it 

will be something less than 

1.0. Given value not 

calculated 

[68] 
to minimize the 

cycle time 
× × × 
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The worker processing time 

of a job assumed to be 

known not determined by 

the model. 

[72] 

to minimize the 

cycle time where a 

task can be 

performed by 

human only, robot 

only, or both in 

collaborative way. 

× × × 
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The operator processing 

time of a job assumed to be 

known not determined by 

the model. 

[77] 
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✓ ✓ × 
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an
d
 

 

the model assumed a job 

will requires only one skill 

not a combination of skills 

[79] 

minimizes the 

deviations of the 

average 

workload per serus 

(Station) and per 

worker 

× × × 

M
ee

t 
d

em
an

d
 

C
el

l/
st

at
io

n
 

ca
p

ac
it

y
 

Worker proficiency level 

measure by comparing the 

time he needs to perform a 

task with the stander time 

of that task 
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[81] 
maximizing 

throughput 
× × × 

C
el

l/
st

at
io

n
 

ca
p

ac
it

y
 

By proposing 

Reassignment approach in 

case of machine failure or 

worker missing using multi 

agent system where both 

machine and worker 

acknowledge their 

availability. 

[83] 

To minimize 

workers’ boredom 

level due to 

assigning the same 

jobs to the worker 

during the 

planning horizon 

× × × 

×
 

By rotates workers during a 

given planning horizon. 

Boredom is defined based 

on similarity of two jobs 

and if performed by a 

worker in two consecutive 

periods. 

[86] 

maximizing the 

production rate by 

to finding optimal 

job rotation 

assignment for 

multiple periods. 

✓ × ✓ 

p
ro

d
u

ct
io

n
 

ra
te

 

C
el

l/
st

at
io

n
 

ca
p

ac
it

y
 

workers performance based 

on skills level and 

measured based on task 

completion time 

[88] 
to minimize the 

total production 

time 

✓ × ✓ 

cy
cl

e 

ti
m

e 
task executing time depend 

worker’s efficiency which 

is based on the workers’ 

skill level. 

[91] 

to minimize 

human cost 

considering 

cooperative multi-

skilled workers 

where workers can 

help each other, 

and workload is 

distributed 

✓ × ✓ 

cy
cl

e 
ti

m
e 

co
st

 

the model will decide 

which two workers need to 

be combined to perform 

task cooperatively where 

workers are divided into 3 

types based on their work 

experience 

[95] 
minimizing both 

makespan and the 

total flow time 

✓ × ✓ 

to
ta

l 
fl

o
w

 

ti
m

e 

processing time of the job 

is based on the worker’s 

efficiency which is 

determined by his skills 

level (5 given levels) 

[96] 

to maximize 

throughput and 

balance the 

workload in 

divisional and 

rotating seru 

production system 

✓ × ✓ 

th
ro

u
g

h
p

u
t 

workers’ skills levels are 

different for different jobs, 

so the jobs processing time 

will vary according to the 

workers’ skills level. 

(given) 
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[100] 

minimize training 

cost and maximize 

the balance of 

workload by 

assigning workers 

to tasks based on 

the worker’s skills 

level and available 

working time in 

one shift 

✓ × ✓ 

×
 

The model will assign 

worker who has higher 

skills level to perform the 

task compared to a stander 

skill level in order to 

minimize the difference 

which result in lower 

training cost as the training 

cost calculated based on 

that difference 

[102] 

to minimize cost 

and cycle time. 

considering three 

types of operators: 

robots, workers, 

and workers with 

assistant reboot 

✓ × ✓ 

cy
cl

e 
ti

m
e 

co
st

 

The task processing time 

and execution cost are 

based on the operators type 

and skills level in case of 

an operator is a human 

worker (3 levels), assumed 

as given value. 

*Skills: skills/qualification/capabilities. 

**Production measures: productivity, stations capacity, cost, revenue, cycle time 

 

2.3 Real Time Monitoring and the Use of Wearable Devices  

 

Mattsson et al. [6] investigated empirical ways through case studies, laboratory tests, 

workshop, and literature review to realize how advanced physiology measurement 

technologies can be incorporated into an industrial application to increase worker’s 

performance and wellbeing at assembly stations. The study focused on how to assess worker 

wellbeing in real-time. The study revealed that smart devices have the ability to boost job 

satisfaction, reduce complexity and errors, and affect performance by providing visible cues to 

managers to match tasks to workers [7]. Moreover, these smart devices are useful not just for 

personal well-being, but also for improving operator performance [8]. It has been shown that 

performance is correlated with psychological wellbeing and health [9][10]. High performance 

has been linked to a high level of job satisfaction as well as a high level of psychological well-

being [11]. Individuals with diverse knowledge and capabilities in their work settings are more 

likely to experience work-related stress when the work demand is not matched with their own 

capacities[12][13]. For example, boredom and under-incentive are considered as factors that 

influence operator performance [14]. 



32 

 

The literature suggests that Electro Dermal Activity (EDA), Blood Volume Pulse 

(BVP), and Heart Rate Variability (HRV) can be used as useful physiological markers for 

determining operator wellbeing in an industrial setting. These physiological measurements can 

be used to assess operator wellbeing in real-time quickly and reliably. According to Can et 

al.[103], researchers have begun to use industrial smart wearable devices for detecting 

individuals’ stress from physiological signals. The most used physiological signals in the 

literature are HRV and EDA[104]. 

According to [105], operator's well-being at work can be assessed by smart wearables 

(i.e. body-sensors for assessing changes in the operator's cognitive states based on skin 

conductance, blood-pressure, heart rate, breathing, and/or temperature measurements or by 

assessing eye-movement). Romero et al. [106] believed that cognitive workload can be 

managed by addressing the cognitive tasks assigned to the operator in order to maintain an 

ideal ‘stress level’. This could be accomplished by associating new variations to an operator's 

routine whose vital data indicate she or he is bored with the current routines and there is a need 

for new task assignment.  

Khakurel et al.[107] conducted a systematic literature study in order to present a 

heuristic overview of contemporary wearable technologies and evaluate their potential. Their 

findings demonstrate that wearable technologies have the potential to boost employee 

productivity, improve physical well-being, and prevent work-related injuries. These findings 

were also confirmed in [108]. The authors concluded that the most significant advantages of 

wearable devices in a workplace are related to employee’s health, workplace safety and 

improving work performance.  

Battinin et al.  [109] discussed the use of Industry 4.0 technologies mainly wearable 

devices to design assembly processes considering workers physical health and production 

efficiency. The main idea in this research was to collect energy expenditure data while workers 
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perform tasks and then using the collected data in the assembly system design phase. This could 

help to identify which tasks are assigned to each workstation and how to perform workstation 

sequencing in the assembly system. It was mentioned that heart rate (HR) can be used to 

evaluate people fatigue in terms of energy expenditure [110]. In this way, smartwatches were 

used as wearable devices to monitor workers’ health and collect data about the physical efforts 

via counting the heartbeat per minute. The above-mentioned works proved that Industry 4.0 

technologies such as wearable devices can be used as guidance in work-cell design phase to 

achieve ergonomics aspects and human centric concept.  

 

2.3.1 Using Heart Rate Variability to Assess Stress, Fatigue, and Mental and Physical Health.  

  

Jebelli et al. [111] developed a framework for measuring workers’ stress in non-

invasive way by evaluating changes in workers’ physiological signals collected from a 

wearable biosensor (a wristband-type). As workers encounter varying levels of stress during 

work, the framework collects patterns of physiological data and learns these patterns using a 

supervised-learning algorithm. Measured signals were HRV, HR, EDA and skin temperature 

(ST). The authors rely on previous studies which indicated that higher stress might lead to 

lower HRV [112][113][114]. To examine the performance of the proposed framework, the 

authors collected physiological signals of 10 construction workers while working under 

different conditions and measured their cortisol levels. Cortisol is strongly linked to an 

individual's stress level and known as a stress hormone[115][116]. The authors could validate 

the proposed framework's ability to measure employees' stress using support vector machine 

(SVM) algorithm with an accuracy of 84.48 % in predicting stress levels between low and high, 

and 73.28 % in predicting stress levels between low, medium, and high.  

Gancitano et al. [117] assessed the changes in the HRV parameters of 112 personnel of 

male special force while engaging in several duty tasks by using wearable devices They 
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processed the HRV data via a multivariate linear regression analysis. The comparison between 

different task groups showed that activities with a high demand for concentration, precision, 

and acute stress - as is the case with paratroopers and dynamic precision shooters - differ 

significantly from activities that can be defined as routine, such as office work. The authors 

conclude that studying HRV parameters is a useful tool when used by occupational physicians 

for addressing work suitability assessments. Additionally, their results provided insights on 

how the use of wearable devices can help control stressful stimuli in order to reach a sustainable 

development considering all worker categories when exposed to various work-related stressful 

conditions.  

Izzah et al. [118]  developed a machine learning model to detect cognitive load using 

HRV. The HRV features were evaluated from 30 subjects during rest, two cognitive tests (d2 

Attention and Featuring Switcher Task both labeled as cognitive load), and recovery. Both rest 

(baseline) and recovery period are labeled as rest. HRV features derived from RR Intervals 

which is the time between two successive heartbeats measured in milliseconds (ms) based on 

five minutes recording for both time and frequency domains include; Mean HR, standard 

deviation of normal-normal intervals (SDNN), root mean square of successive differences 

(RMSSD),  Percentage of successive normal-normal intervals that differ by more than 50 ms 

(pNN50), power in low frequency range (LF) ms^2, power in high frequency range (HF) ms^2, 

and LF/HF ratio. Five classifier algorithms were selected: linear support vector machine 

(LSVM), radial basis function (RBF) kernel (RBF-SVM), k-nearest neighbor (KNN), random 

forest (RF), and Naïve Bayes. The accuracy to predict two classes (distinguish between rest 

and cognitive state) range from 0.54 to 0.62, with LSVM, showing the best.  

Matuz et al. [119] used dataset of three experiments (85 participants total) where each 

applied different cognitive task for fatigue induction to develop a machine learning model to 

predict fatigue level (regression model) and status (classification model) based on HRV. The 
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HRV features (20 features including SDNN, RMSSD, pNN50, LF, HF, and LF-HF) were 

evaluated based on different time windows ranging from 1 minute to 5 minutes. Visual 

analogue scale (VAS) was used to assess the fatigue level where participants indicated their 

actual experience of fatigue on a 100 mm horizontal line with “No fatigue at all” and “Very 

severe fatigue” printed on the left and right end of the line, respectively. For fatigue status 

(fatigue and non-fatigue), this binary classification problem was formed in two ways; resting 

data and task-related data. In resting data, the pre-experiment resting HRV data was labelled 

as “non-fatigue” and the post-experiment resting HRV as the “Fatigue”. In task-related data, 

the beginning period of task (the first 1–5 minutes) performance was labelled as “non-fatigue” 

and the end of the task (the last 1–5 minutes) was labelled as “Fatigue”. Elastic net regression 

and the least absolute shrinkage and selection operator (LASSO) were selected as regression 

algorithms where Elastic net achieve the best performance with Root Mean Squared Error 

(RMSE) = 18.73 in 5 minutes HRV time windows. For classification at resting data, both SVM 

and KNN achieved an accuracy of 70.1% in 5 minutes time windows compared to RF with 

69.1% accuracy. In task-related data, SVM model achieved an accuracy of 76.1% in 5 minutes 

time windows compared to 74.7% and 73.3% accuracy for KNN= and RF =, respectively.  

 

2.3.2 Heart Rate Variability to Predict Performance 

 

Tsunoda et al. [120] developed a framework to predict cognitive performance using 

only HRV features. An experiment conducted for 45 participants to perform ATMT (Advanced 

Trail Making Test Task) task where they asked to use a computer and click numbered circles 

in ascending order from 1 to 40 as soon as they as can. During the task, HRV of the participants 

were collected in addition to their score in the task. In their previous study [121], the authors 

found a correlation between changes in cognitive performance and changes in HRV features.  
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In another study, they also discovered a correlation between the level of cognitive performance 

and the level of HRV features [122]. These findings suggested that changes in HRV features 

contribute to changes in cognitive performance. Therefore, the authors developed a prediction 

model that uses HRV features to predict ATMT scores level (two classes; higher or lower than 

the first trial). They used 17 HRV features based on 5 minutes recording at rest and then moving 

the window of 5 minutes during the task. The model accuracy was reported at 84.4 % using 

SVM algorithm combined with Principal Component Analysis (PCA) as a technique for 

reducing data dimensionality to find the most significant features in a dataset). It was concluded 

that the framework has the potential to predict worker’s performances and assist managers in 

proactively suggesting break intervals or adjustments in job assignments to avoid productivity 

losses due to cognitive work performance declines.  

Schaich et al. [123] examined the association between HRV and cognitive performance 

using three standardized tests: the cognitive abilities screening instrument (CASI), processing 

speed (Digit Symbol Coding-DSC), and working memory (Digit Span-DS). For CASI, DSC, 

and Digit Span, the score ranges are: 0–100, 0–133, and 0–28, respectively. HRV was 

computed as SDNN and RMSSD. The authors utilized linear regression models to analyze the 

data from 3018 participants in the study. The results indicated that SDNN was correlated with 

better CASI performance. RMSSD was correlated with better DSC performance, and SDNN 

was also correlated with better Digit Span performance. The authors concluded that higher 

HRV is generally correlated with better cognitive performance. 

Kadoya et al. [124] investigated the relationship between worker’s emotions and 

productivity by determining emotion status during work using wearable devices. The device 

could measure heart rate variability and used an algorithm to differentiate various emotions 

based on HRV pattern. According to Choi et al. [125], heart rate variability may be utilized to 

accurately assess human emotions.  
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Heart rate variability might be an objective technique to measure emotional reactions 

[126][127]. Fifteen plastic toy painters participated in this study where their physiological 

responses were captured, and their productivity measured by a manager who tracks the number 

of finished toys by each worker at each shift. The result indicated that happiness among other 

emotional states such as anger, relaxation, sadness, and neutrality, was found to be strongly 

and positively associated with productivity. To assure high productivity, the authors suggested 

that workers' emotional states should be addressed as a part of an organization's operational 

plan. 

Grässler et al. [128]conducted a systematic literature review of 27 studies filtered from 

493 studies over five databases (Scopus, Cochrane Library, Web of Science, Medline, and 

Pubmed). The aim of their study is to review the association between resting HRV and the 

cognitive performance where five cognitive functions were analyzed separately: executive 

functions, memory and learning, language abilities, visuospatial functioning, and processing 

speed in addition to the global cognitive function. In their studies they only considered two 

HRV features at reset period; RMSSD and HF.  Except for processing speed, their result 

revealed that a significant correlation in each cognitive function was found, indicating a 

positive association between resting HRV and cognitive performance. 

Forte et al. [129] reviewed fifteen studies with a total of 1051 healthy participants 

filtered from 438 studies. The aim was to analyze the relationship between HRV and decision-

making. Their study indicates an association between higher vagally mediated HRV and better 

decision-making performance while a lower HRV is associated with lower performance in 

developing good decisions. HRV was evaluated based on five minutes recording except one 

study based on 3 minutes and at resting periods for seven studies while four studies at both 

resting and reactivity (during task). HRV features used in these studies are SDNN, RMSSD, 

and pNN50 in time domain and HF, LF, and LF/HF in frequency domain. Vagal nerves are the 
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main nerves of parasympathetic nervous system and these four features of time domain indicate 

the vagal contribution to HRV. In frequency domain, LF is influenced by sympathetic and 

parasympathetic branches of the autonomic nervous system (ANS) reflecting a mix between 

the sympathetic and vagal influences. HF reflects vagal tone and the LF/HF-HRV ratio is 

possible to be considered as an index of the Sympathovagal balance.  

Alharbi and Alomainy [130] developed a machine learning model to predict cognitive 

performance of different cognitive domains using four cognitive testes. First, Trail Making 

Test was used to assess cognitive flexibility, processing speed, and executive functions. 

Second, Fluid Intelligence Test is used to assess verbal and numerical reasoning. Third, Symbol 

Digit Substitution Test is used to assess processing speed. Fourth, Numeric Memory Test is 

used to assess working memory. To convert each test scores to categorized labels (poor, 

mediocre or high – or just two classes of poor or high), percentiles of each test score were used 

so that the number of samples in all categories was equal and the classification was balanced. 

Two HRV features of time domain were used; RMSSD and SDNN in 10-second 

Electrocardiograph (ECG) recording of resting period for 25,000 participants. Six machine 

learning algorithms were selected: LSVM, KNN, linear discriminant analysis (LDA), decision 

trees (DT), RF, and extra trees using SKLearn library. 

The highest accuracy achieved was 53% using LSVM to predict three class of Numeric 

Memory and 66% using LDA to predict two class of Fluid Intelligence. After filtering dataset 

to include male who are 65 years old and above with tobacco and alcohol usage, the data was 

limited to 120 samples and the highest accuracy achieved was 82% using SVM to predict three 

class of Symbol Digit Substitution and 91% using LDA to predict two class of Trail Making 

part A. The authors believe that their work to employ machine learning to predict cognitive 

performance based on HRV data is the first in this field. 
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By reviewing the published literature in this area, it is clear that HRV is a proven marker 

that affect worker performance and also can be used to predict worker’s performance as 

presented in [120], [123], [124] [130]. In this respect, there have been several studies about the 

HRV correlation to worker’s performance. In addition, the most frequent HRV features used 

in these studies are SDNN, RMSSD, and pNN50 in time domain and HF, LF, and LF/HF in 

frequency domain at the resting period. A summary of studies that applied machine learning 

(ML) for prediction based on HRV data is presented in Table 5. As mentioned in previous 

sections, there are also many studies that provide job assignment model based on workers’ 

skills. However, the studies that consider assignment model based on different skills with 

different levels combined real-time workers performance are absent in the literature.  

Table 5. A summary of studies used ML for prediction based on HRV data. 

Ref Participants 
HRV 

features 

HRV 

evaluation 

period 

Target 
Classifier 

Accuracy  

[130] 

25 K 

RMSSD and 

SDNN 

10-second 

recording of 

resting 

period. 

Cognitive 

performance of 

4 different 

cognitive testes 

SVM (53 %) for 

three levels and LDA 

(66 %) for two levels. 

 

120 

(Above 65 

years old) 

SVM (82 %) for 

three levels and LDA 

(91 %) for two levels. 

 

[120] 45 

17 features 

of HRV 

including 

SDNN, 

RMSSD, 

pNN50, LH, 

HF, LF/HF 

 

5 min 

At rest and 

moving 

window 

during the 

task 

Performance 

level of ATMT 

(Higher or lower 

than the first 

trail) 

SVM (84.4%) 

RF (63.9%) 
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[111] 

10 

Construction 

Workers 

 

24 features 

of HRV 

including 

SDNN, 

RMSSD, 

LH, HF 

And other 

features 

from EDA 

and ST 

1to 60 

seconds 

workers’ stress 

level 

SVM (84.48 %) for 

two levels (low& 

High) and (73.28 %) 

for three levels. 

 

[118] 30 

Mean HR, 

SDNN, 

RMSSD, 

pNN50, LF, 

HF, and LF-

HF 

five minutes 

recording for: 

(before and 

after task 

labeled as 

rest) and 

(during task 

labeled as 

cognitive) 

Detect cognitive 

load (two 

classes; rest or 

cognitive state) 

LSVM (62%) 

[119] 85 

20 HRV 

features 

including 

SDNN, 

RMSSD, 

pNN50, LF, 

HF, and LF-

HF 

Different 

time windows 

ranging from 

1 minute to 5 

minutes: 

 

predict fatigue 

status (before 

task labeled as 

non-fatigue and 

after task labeled 

as fatigue) 

Both SVM and KNN 

(70.1%) 

 

RF (69.1%) 

 

in 5 minutes, time 

windows 

 

predict fatigue 

level using 

Visual analogue 

scale (VAS) 

rand 0 to 100. 

(Regression model) 

 

Elastic net 

RMSE = 18.73 

in 5 minutes 

time windows 
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3. Methodology 
 

This section presents the methodology to achieve the research objectives of developing 

an efficient job allocation model in the context of industry 4.0. This was initiated by identifying 

the right skills needed for I4.0. The methodology of matching workers who possess certain 

skills in order to achieve optimum production performance level is presented in a three-phases 

approach and elaborated in the following sections. 

• Phase 1: Identifying skills and competencies selection model based.  

• Phase 2: Developing a job assignment optimization model to maximize profit by 

matching workers various skills (and different skill levels) to available tasks. The model 

was coded in Python and is solved using Gurobi solver. Model limitations and possible 

room for improvements are identified.  

• Phase 3: Transforming the job assignment model for I4.0 applications by engaging a 

real-time factor that affect workers performance and using machine learning prediction 

model. The objective in this phase is to develop a model that is able to use real-time 

monitoring data about workers status that would affects worker’s performance. In this 

respect, the following are performed:  

- Enhancing the model based on the identified limitations. 

o Engaging worker’s performance factor based on real-time data.  

o Solving the model using GEKKO solver. 

o Building a prediction model to predict the worker’s performance factor based 

on real-time data using machine learning prediction algorithms. 

o Re-feed the model with updated data and predicted values of the worker’s 

performance factor. This task will be continued by identifying limitations and 

possible improvements.  
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3.1 Skills and competencies selection model for Industry 4.0 

 

The objective in this phase is to identify the skills needed for each production job and 

the level of proficiency required to match the right workers to a job. After reviewing the 

published literature, there is one suitable model that categorizes different skills along with the 

proficiency level that is appropriate for industry 4.0 requirements. The study conducted by 

Hecklau et al. [24] and resulted in developing a model that uses radar charts to help managers 

to visualize the core skills, their categories and the minimum required competence level for 

each competence as shown in Figure 1.  

3.2 Jobs assigning models based on skills matching 

 

The goal of this phase is to develop an optimization model that assigns workers to jobs 

based on skills matching and control that by the production measures, production capacity, 

and/or production cost. As a result of the first phase, a production manager can define the skills 

needed for each job and the required skill level. Hence, there will be a set of jobs to be 

performed with specific skills required. Furthermore, there will be a set of available workers 

who have different levels of the required skills. Moreover, there are certain production 

measures to control the model as illustrated in Figure 6. 

The model assumptions are as follows:  

- Workforce is NOT subject to variation. 

- Overtime allocation is NOT considered for this stage. 

- The modeling starts for a single-product case. 

- There are various workstations in the production system (one job per station). 

- Capacity and cost limitation levels are subject to change in each time period. 

- The minimum expected qualification required is determined by managers using the 

model discussed in phase one. 
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- There is a cost associated with using high-skilled workers. In other words, cost of 

performing a job is a function of workers skills.  

 

Figure 6. Model development illustration 

 

Next, the notations and the model are presented.  

- Input Parameters: 

LCjt: Baseline Capacity of a work station to produce j units at time period t. 

UCjt: Upper limit Capacity of a work station to produce j units at time period t. 

Vj: Unit value ($) of producing job j (j =1,…,J). 

LZjt: Baseline for the cost ($) of producing j units at time period t (t=1,…,T). 

UZjt: Upper limit for the cost ($) of producing j units at time period t (t=1,…,T). 

Qil: Level of worker i (i =1,…,I) in skill l (l=1,…,L). 

Sjl: Level of skill L required by job j.  

- Decision variables: 

Xijt: this decision variable, will be 1 if worker i is assigned to perform job j in time 

period t; otherwise, will be zero.  
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Max ∑ ∑ ∑    𝑗=𝐽 [ xijt ∗ Vj ∗ LCjt ∗ ((∑ QiL   / SjL )/𝐿 )   
𝑙=𝐿

] − [ xijt ∗  LZjt ∗

i=It=T

((∑ QiL   / SjL )/𝐿 ) 
𝑙=𝐿   

]      (1) 

Subject to:  

𝑋𝑖𝑗𝑡 ∗  ( QiL  −   SjL) ≥ 0    ∀ l ∈  L        (2) 

𝑋𝑖𝑗𝑡 ∗ [ 𝐿𝐶𝑗𝑡 ∗  ( ∑ QiL   / SjL )/𝐿]   ≤ 𝑈𝐶𝑗𝑡   ∀ j ∈  J and  ∀ t ∈  T 
𝑙=𝐿

  (3) 

𝑋𝑖𝑗𝑡 ∗ [𝐿𝑍𝑗𝑡 ∗  ( ∑ QiL   / SjL )/𝐿 ]  ≤ 𝑈𝑍𝑗𝑡   ∀ j ∈  J and  ∀ t ∈  T 
𝑙=𝐿

  (4) 

∑ 𝑋𝑖𝑗 = 1  ∀ j ∈  J 𝑖=𝐼 and  ∀ t ∈  T       (5) 

∑ 𝑋𝑖𝑗 ≤ 2  ∀ i ∈ I 𝑗=𝐽 and  ∀ t ∈  T       (6) 

 

The objective function in equation (1) intends to maximize the production profit. It has 

two main components: production rate (representing revenue) and cost of job assignment. In 

the first term (i.e. production rate), there is an average ratio of worker skills level (Qil) divided 

by skills level required by the job (Sil) which can be calculated for each job assigned to each 

worker. The model attempts to select the best matchings that satisfy the constraints and 

maximize the profit. The average ratio will be multiplied by LCjt. The parameter can be 

regarded as manager input. For example, LCjt = 7 indicates that a worker who has certain level 

of skills required by this job would be able to produce 7 units in unit time.  

By using the average ratio to determine worker production rate based on the baseline 

defined by managers, it is possible to assume a linear relationship. For instance, when a 

manager defines the skills required for a job to be 3 skills and the level of each one is level 2, 

the average ratio  (Qil / SiL)  for a worker who obtained level 4 at all these three skills is two. 

Therefore, when a manager defines the baseline for that job to be 5 units, the worker is expected 

to produce 10 units. The production rate will be multiplied by that job unit value Vj to get the 

production value of that worker/job combination. Next, the model will select this combination 
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by setting the decision variable Xijt equal to one or discard that combination by setting Xijt equal 

to zero.  

In the assignment cost term, the average ratio of worker skills level to the skills level 

required by the job (Qil / SiL) is multiplied by the cost baseline, LZjt. The manager will define 

the baseline cost that is going to be paid for a worker who produced the baseline number of J 

units. For instance, a worker who produces LCjt =7 units will be paid LZjt= 10$. This value 

will be multiplied by the same decision variable Xijt which will be determined by the model.  

Constraint (2) ensures that each skill level of the selected worker is equal or greater 

than the skill level required by that job. Constraint (3) ensures that the selected worker’s 

production rate is not exceeding the station production (job) capacity limit at each specific time 

period. Constraint (4) ensures that the selected worker’s assignment cost for performing a 

specific job will not exceed the job labor cost upper limit at that time period. Constraint (5) 

ensures that each job is assigned to a worker. Constraint (6) ensures that each worker is 

performing no more than specific number of jobs per time period (assumed to be 2 jobs). 

3.3 Job assigning model based on skills matching and real time factor 

 

The goal in this phase is to transform the assignment model for I4.0 applications and 

feed the model with real-time monitoring data about workers’ status that indicates worker’s 

performance. For this, a new factor is introduced which is called the worker’s performance 

factor to represent real-time data about workers’ status. This factor will be predicted by a 

machine learning model, and as a result, there will be a performance factor for each worker for 

each job. Developing a suitable machine learning model is a subtask of this phase. Moreover, 

considering previous model limitations (which will be discussed in Chapter 4), there is a need 

for relaxing the model. In this way, a variable to determine the number of working hours 

performed by workers is needed. This variable will relax the model by accommodating workers 

who can perform the job, but their production rate would result in exceeding production limits 
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or cost limits. Thus, the new variable can determine the number of hours which does not exceed 

the corresponding limits and at same time accommodate that worker to perform the job. 

Accordingly, some input parameters will be modified as explained below. 

Since the performance factor is based on real-time data and worker’s status might vary 

at different period of time, the model should adopt this dynamic situation. Therefore, the 

concept of job rotation is adopted where the manager runs the assignment model at certain 

periods to get new worker/job combination as the workers’ status changed and the performance 

factor will be updated accordingly. The model can be run for each shift where the number of 

hours per shift is pre-determined. Therefore, the updated assignment model will consider single 

time period instead of multiple time periods.  

The model assumptions are as follows:  

- Workforce is NOT subject to variation. 

- Overtime allocation is NOT considered for this stage. 

- The modeling starts for a single-product case. 

- There are various workstations in the systems (one job per station). 

- Station production capacity limitation level is subject to change in each rotation period. 

- Minimum expected qualification required is determined by managers (i.e. it is a 

management constant). 

- The model will determine number of working hours for each selected worker, so the 

labor cost can be calculated based on worker’s hourly wage. 

Next, the notations and the model are presented as follows:  

- Input parameters: 

LCj: Baseline Capacity of station to produce j units per unit time. 

UCj: Upper limit Capacity of station to produce j units per unit time. 

Vj: Unit value ($) of producing j. 
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Zi: wage ($) of worker i per unit time. 

UZj: Upper limit for the cost ($) of producing j units per unit time. 

Qil: Level of worker i in skill l. 

Sjl: Level of skill l required by job j.  

𝑃𝐹𝑖j: Predicted worker’s performance/efficiency factor based on worker’s real time 

data status.  

- Decision variables: 

Y𝑖𝑗 : Number of working hours performing job j by worker i.  

X𝑖𝑗: this decision variable, will be 1 if worker i is assigned to perform job j; 

otherwise, will be zero.  

 

Max ∑ ∑ [ x𝑖𝑗 ∗  𝑌𝑖𝑗 ∗  𝑉𝑗 ∗ (LCj ∗ [(∑ QiL   / SjL )/𝐿 ] ∗ 𝑃𝐹ij ) 
𝑙=𝐿

] − [ xij ∗ Yij ∗  Zi  ]

j=J
i=I

      (7) 

      

Subject to:  

𝑋𝑖𝑗 ∗  ( QiL  −   SjL) ≥ 0    ∀ l ∈  L      (8) 

𝑋𝑖𝑗 ∗ 𝑌𝑖𝑗 ∗ (𝐿𝐶𝑗 ∗ [( ∑ 𝑄𝑖𝐿   / 𝑆𝑗𝐿 )/𝐿] ∗ 𝑃𝐹𝑖𝑗)   ≤ 𝑈𝐶𝑗   ∀ 𝑗 ∈  𝐽  
𝑙=𝐿

 (9) 

 𝑋𝑖𝑗 ∗  (𝑍𝑖 ∗ 𝑌𝑖𝑗) ≤ 𝑈𝑍𝑗   ∀ 𝑗 ∈  𝐽      (10) 

∑ 𝑋𝑖𝑗 = 1  ∀ j ∈  J 𝑖=𝐼          (11) 

∑ 𝑋𝑖𝑗 = 1  ∀ i ∈ I 𝑗=𝐽         (12) 

∑ 𝑌𝑖𝑗 ≤ 4 ∀ 𝑖 ∈ 𝐼 𝑗=𝐽         (13) 

 

Since there are two variables multiplied by each other in the objective function as well 

in the second and third constraint, the model becomes nonlinear. The model objective function 

(equation 7) is about to maximize the production profit. There are two main components in this 

equation: production rate and assignment cost. In the production term, similar to the original 

model, there is the average ratio of worker skills level to the skills level required by the job (Qil 

/Sil) that can be calculated for each job. Hence, the model will select the optimal matchings that 

satisfy the objective. The average ratio will be multiplied by the LCjt, which is a managerial 
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input. To get the number of units produced by this worker per unit time, the average ratio will 

be multiplied by the LCjt and by the performance factor 𝑃𝐹𝑖𝑗 of this worker for this job. The 

model then will determine number of hours Yij for this worker to perform this job, so that 

production rate will be multiplied by that job unit value Vj to get the production value of that 

worker/job combination.  

Next, the model will select this combination by setting the decision variable Xijt equal 

to one or discard that combination by setting Xijt equal to zero. The performance factor 𝑃𝐹𝑖𝑗 

will control the number of units that worker produces based on the real time data.  

In the cost assignment term, since the number of working hours for a worker to perform 

a job is determined by the model (Yij), that number will be multiplied by the wage of the worker 

per hour (Zi).  

Constraint (2) ensures that each skill level of the selected worker is equal or greater 

than skills level required by that job. However, in this constraint the PFij is not used because 

the purpose of PFij is to represent the worker performance not determining whether he is able 

to do the job or not. Constraint (3) ensures that the selected worker’s production rate is not 

exceeding the station capacity limit. Constraint (4) ensures that the selected worker’s 

assignment cost to produce that job is not exceeding the cost limit. Constraint (5) ensures that 

each job is assigned to a worker. Constraint (6) ensures that each worker is performing no more 

than one job. Constraint (7) ensures that number of working hours of each worker does not 

exceed the shift hours (the rotation period hours) which is defined by the production manager 

(it is assumed to be 6 hours for this model in the numerical example).  

3.3.1 Machine Learning Model development. 

The objective at this stage is to develop a machine learning (ML) model to predict worker’s 

performance based on real time data of worker’s status. Accordingly, input features to be used 

in the model must be defined. Other aspects of the input features such as the time period to 
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evaluate these features should be also defined. As pointed out in the literature review, HRV is 

a proven indicator of worker performance which can be used to predict worker’s performance. 

There have been several studies about the HRV correlation to employee’s performance and 

studies that predict workers’ performance using HRV [120], [123], [124], [130]. The most 

frequent HRV features used in these studies are SDNN, RMSSD, and pNN50 in time domain 

and HF, LF, and LF/HF in frequency domain at resting period. Therefore, these six features 

will be used as input features to the ML model. Regarding the time period to evaluate HRV 

features; according to a standard of measurement developed by Task Force of The European 

Society of Cardiology and The North American Society of Pacing and Electrophysiology, 

“short-term 5-min recordings and nominal 24 hours long-term recordings seem to be 

appropriate options” [131]. Hence, 5-min recording period will be used in this study. The HRV 

features evaluation will be at the rest situation (before the task) because in the assigning model, 

assigning workers to jobs will be based on predicting their performance using their HRV 

reading at the assigning time.  

As per the assigning model, 𝑃𝐹𝑖𝑗 will be predicted by a ML model, and as a result, there 

will be performance factor for each worker for each job. In other word, there will be a machine 

learning model for each worker for each job.  The best way to satisfy this goal is to collect data 

(job performance level and HRV features) for each worker continuously and build an 

automated machine learning model that selects the best algorithm that fits the dataset. This can 

be done by using tool such as DataRobot [132]. However, the purpose here is to develop a 

machine learning model based on published dataset to merely test the assignment model using 

the predicted worker’s performance as a continuous value (specific value) and also as 

categorical value (i.e. level).  

After reviewing the available published datasets, it appears that there is no dataset that 

captures data for different individuals (i=1,2,3,4), each performing different jobs (j=1,2,3) 
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multiple times (to obtain a reasonable number of instances) for each job while recording their 

job performance results and HRV. This type of dataset would be applicable for developing a 

machine learning model for each worker for each job. Therefore, the other option is to find 

dataset that suits developing a model for each job using data from all workers who performed 

that job. In December 2021 Gao et al. [133] published a dataset of an experiment capturing 

data on emotion, cognition, sleep, and multi-model physiological signals.  An overview of the 

dataset is presented in Table 6. 

Table 6. Dataset Overview 

Participants Location Measures 

89 healthy college 

students. 

(32 M and 57 F, age: 

23.68 ± 2.12 Y) 

 

Southeast 

University, 

Nanjing, China 

 

1- Physiological signals: 

- ECG during sleeping time.  

- EDA and PPG recorded during emotion 

induction and cognitive ability assessment. 

2- Cognitive ability assessment tests 

results. 

 

 

 

For each participant, the photoplethysmography (PPG) signals were recorded using 

Empatica E4 wristband [134]. The Time between individuals heart beats in seconds (Inter-beat 

interval ( RR Intervals )) was extracted from the PPG signals along with the time (respect to 

the initial time (Unix timestamp in Universal Time Coordinated - UTC)) of the detected inter-

Figure  7 . Empatica E4 wristband [134] 
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beat interval expressed in seconds as shown in Figure 8 column C and B. Cognitive tests were 

performed using Cambridge neuropsychological test automatic battery (CANTAB). An 

overview of the CANTAB tests used in the experiment is presented in Table 7. For each 

participant, the starting time and duration for all 4 tests were reported in addition to each test 

outcome.   

Table 7. Overview of The CANTAB Tests 

Test Description Duration Outcome Measures 

MOT: Motor 

Screening 

An assessment of 

sensorimotor deficits or 

lack of comprehension 

2 minutes 

Mean Latency (ML) 

Mean Error (ME) 

 

RVP: Rapid Visual 

information 

Processing 

A measure of sustained 

attention 

 

7 minutes 

 

Probability of Hit (PH) 

Mean Latency (ML) 

SST: Stop Signal Task 

 

Stop signal response 

inhibition test, which 

uses staircase functions 

to generate an estimate 

of stop signal reaction 

time. 

Up to 14 

minutes 

 

SSRT (stop signal 

reaction time) 

Mean correct Reaction 

Time on go trials (MRT) 

Proportion of successful 

stops (PSS) 

SWM: Spatial 

Working Memory 

 

A test of the subject’s 

ability to retain spatial 

information and to 

manipulate remembered 

items in working 

memory. 

It has notable executive 

function demands and 

provides a measure of 

strategy as well as 

working memory errors 

4 minutes 

 

Mean Error (ME) 

Strategy (ST) 
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Figure 8. Participant's Inter-beat Interval 

 

By transferring the Unix timestamp to normal time, the time of the detected inter-beat 

interval are expressed in HH:MM:SS format as shown in column D in Figure 8. As mentioned 

earlier the HRV features should be calculated at resting time based on 5 minutes periods. 

Unfortunately, all the 4 tests were performed in a continuous way and there was no resting 

period between each test. Therefore, the 5 minutes period prior to the first test was selected to 

calculate the HRV features. Out of 89 participants only 67 participants completed the 

CANTAB with E4 recording and their data was provided by the author. Of those 67 

participants, only 39 participants have a clean recording of 5 minutes period before the 

CANTAB test starts (No recording was provided by E4 wristband before the test for the other 

27 participants).  

Using HRV-analysis library in Python developed by Aura Healthcare, the six most 

frequently HRV were calculated. For each participant, these six HRV features represent the 

independent variable (input features). Regarding the dependent variable (target), there are 9 

outcome measures as shown in Table 7 (each outcome measures represent a job for the 

assigning model), so there will be 9 prediction models. Figure 9 shows the independent and 

dependent variables for the first 23 participant out of 38 participants. One participant was 
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removed due to having outlier values in his input features. Interquartile Range (IQR) method 

was applied for outliers’ detection [135].   

 

 

Since the output (dependent variables) are known and available, the model is supervised 

machine learning. There are two main groups of supervised machine learning: regression 

(predicting continuous value) and classification (predicting categorical value). Correlation 

matrix was developed to assess the correlation between the target variable (each outcome 

measure of the CANTAB tests) and the input variables and the correlation between the input 

variables. As shown in Figure 10 , the correlation between the target variables and input 

features is considered weak, with the highest value is 0.31. Moreover, there were high 

correlations (reached 0.92) between some of the input features which lead to multicollinearity 

issue (it undermines the statistical significance of an independent variable for the modeling). 

Based on the correlation matrix, the possible ML algorithms that can suit the dataset were 

selected. Table 8 presents an overview of some ML algorithms and their suitability to the 

applied dataset. Input features are normalized using Min-Max method, so each feature has a 

Figure 9. independent and dependent variables for the first 23 participant 
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range between 0 to 1 [136]. As some ML algorithms are sensitive to input features value range, 

specifically the instance-based algorithms.  

 

Figure 10. Correlation Matrix 

Table 8. Overview of Some Machine Learning Algorithms 

Algorithm Description Assumptions 
Suitability to 

The Dataset 

Linear 

Regression 

 

 

Regression 

A relationship is established 

between independent and 

dependent variables by 

fitting them to a line 

- Linear relation 

between the input 

features and the 

target variable[137]  

- Sensitive to 

correlated features, 

Ridge regression 

can be used to 

handle 

multicollinearity 

[138] 

Not Suitable: 

No relation 

between the 

input features 

and the target 

variable 

 

Decision 

Trees 

(DT) 

 

Regression & 

Classification 

A flow-chart-like tree 

structure that uses a 

branching method to 

illustrate every possible 

outcome of a decision.  

Each node within the tree 

represents a test on a specific 

variable (Feature) and each 

branch is the outcome of that 

test.  

Does not make 

assumptions about the 

functional form of the 

relationship between 

the input features and 

the target variable and 

the distribution (non-

parametric Algorithm) 

[139], [140].  

 

Suitable 

SDNN PNN50 RMSSD LF HF LF-HF

SDNN 1

PNN50 0.732 1

RMSSD 0.726 0.922 1

LF 0.630 0.511 0.502 1

HF 0.721 0.775 0.801 0.516 1

LF-HF -0.211 -0.414 -0.408 0.314 -0.520 1

Mean latency (ms) 0.107 -0.107 -0.056 0.099 -0.121 0.320

Mean error -0.017 -0.097 -0.170 -0.087 -0.127 -0.145

Probability of hit 0.164 0.202 0.196 -0.078 0.097 -0.165

Mean latency (ms) 0.155 0.113 0.131 0.309 0.063 0.102

SSRT(stop signal reaction time) ms -0.056 -0.197 -0.148 -0.031 -0.013 0.124

Mean correct RT on GO trials 0.104 -0.085 -0.071 -0.003 0.083 0.108

Proportion of successful stops 0.169 0.035 0.065 0.122 0.179 0.094

Mean Error -0.081 -0.017 -0.051 0.032 -0.009 0.091

Strategy -0.109 0.080 0.117 -0.015 0.053 -0.156
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To decide which feature to 

select at which value as root 

node and then other internal 

nodes, (Gini Impurity, 

Entropy, or Information 

Gain).  

Random 

Forest 

 

(RF) 

 

tree-based 

 

 

Regression & 

Classification 

A collective of decision trees 

is called a Random Forest. 

To classify a new object 

based on its features, each 

tree classify, and the tree 

“votes” for that class.  

The forest chooses the 

classification having the 

most votes (over all the trees 

in the forest- equal vote).  

Budling a tree by randomly 

selecting subset of the 

dataset and part of the 

features (not all as DT) to 

decide the root node to 

separate the sample and 

same apply to decide the 

next internal node.  

Suitable 

k-nearest 

neighbors’ 

algorithm 

 

(KNN) 

 

Instance-

based 

 

Regression & 

Classification 

Stores all available cases and 

classifies any new cases by 

taking a majority vote of its 

k neighbors. The case is then 

assigned to the class with 

which it has the most in 

common. A distance 

function performs this 

measurement (Euclidean 

Distance). 

 

Suitable 

Gradient 

Boosting 

(GBoost) 

 

 tree-based 

 

Regression & 

Classification 

Gradient boosting is a type 

of machine learning 

boosting. It relies on the 

intuition that the best 

possible next model, when 

combined with previous 

models, minimizes the 

overall prediction error. The 

key idea is to set the target 

outcomes for this next model 

in order to minimize the 

error. 

Does not make 

assumptions about the 

functional form of the 

relationship between 

the input features and 

the target variable and 

the distribution (non-

parametric Algorithm) 

[139], [140]. 

Suitable 
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Adaptive 

Boosting 

 

(AdaBoost) 

 

tree-based 

 

Regression & 

Classification 

Forest of stump (a tree with 

one node and two leaves 

only). In random forest each 

tree has equal vote but in 

AdaBoost some stomps 

have more weight in voting 

than others. In random 

forest building a tree is built 

independently from other 

trees (order is not important-

which tree is first), in 

AdaBoost order of building 

stumps is important where 

the next stump will consider 

the error of the first stum as 

GBoost.  

Suitable 

Support 

vector 

machine 

 

(SVM) 

 

Instance-

based 

 

Regression & 

Classification 

Plot raw data as points in an 

n-dimensional space (where 

n is the number of input 

features). The value of each 

feature is then tied to a 

particular coordinate, 

making it easy to classify 

the data. Lines called 

classifiers can be used to 

split the data and plot them 

on a graph. 

Suitable 

 

Naive Bayes 

 

Classification 

Applying the Bayes’ 

theorem on data with a 

naive assumption of 

conditional independence 

between every pair of 

features, given the value of 

the class variable 

Naive Bayes 

classifiers assume that 

the value of a 

particular feature is 

independent of the 

value of any other 

feature, given the class 

variable. 

Not Suitable: 

high 

correlation 

between input 

features  

 

 For each target variable, a regression model was developed (using Sklearn library in 

Python) by applying each one of the suitable algorithms using K-fold cross validation data split 

technique which is more reliable to the small dataset (38 rows) compared to the traditional data 

spilt technique as 30% for test and 70% for train for example. Evaluation metrics used for the 

regression to compare the result of these different algorithms was Mean Absolute Percentage 

Error (MAPE) which applied to the test sets. Table 9 presents an overview of some metrics 
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used in regression model. The highest performance algorithm for each target variable (9 models 

in total) was selected to apply tuning in order to improve its performance. Tuning parameter 

values for each algorithm are presented in Table 10. Grid-Search by Sklearn was used as a 

tuning technique that computes the optimum values of hyperparameters of an algorithm. 

Therefore, there will be a regression model for each target variable build based on the highest 

performance algorithm (e.g., the model of target variable A was built based on KNN while the 

model of target variable B was built based on Decision Tree). Figure   13 represents steps of 

applying the machine learning modeling.   

Table 9. Overview of Some Evaluation Metrics for Regression Model 

 

Metric Definition Formula 

R Squared 

The coefficient of determination or R-

squared represents the proportion of 

variation of data points explained by 

the model. 

R2 = 1 - 
∑ (Yi −Yi ̂)

2
   n

i=1

∑ (Yi −Y̅)2   n
i=1

 

MAE 

The Mean Absolute Error represents 

the average of the absolute difference 

between the actual and predicted 

values in the dataset. It measures the 

average of the residuals in the dataset. 

MAE =
1

n
∑ |Yi − Yî|   n

i=1  

MAPE 

Mean Absolute Percentage Error is the 

mean of all absolute percentage errors 

between the predicted and actual 

values. 

MAPE = 

1

𝑛
∑ |

(𝑌𝑖 − 𝑌𝑖)̂

𝑌𝑖
|  100  

𝑛

𝑖=1

,  𝑦𝑖 ≠ 0 

MSE 

Mean Squared Error represents the 

average of the squared difference 

between the original and predicted 

values in the data set. It measures the 

variance of the residuals. 

MSE = 
1

n
∑ (Yi − Yî)

2
   n

i=1  

RMSE 

Root Mean Squared Error is the 

square root of Mean Squared error. It 

measures the standard deviation of 

residuals. 

RMSE = √
1

𝑛
∑ (𝑌𝑖 − 𝑌𝑖̂)

2
   𝑛

𝑖=1  

Normalized 

RMSE 

 A normalization of RMSE by 

dividing it to the range of the actual 

values [141]. 

NRMSE = 
RMSE

𝑅𝑎𝑛𝑔𝑒
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Table 10. Tuning parameter values for each algorithm 

 

For classification models, each target variable is discretized into categories to transform the 

problem from regression to classification [142]. Equal Width Binning (EWB) method was used 

to discretize target value [143] to three and two performance levels; {High= 100% to 66.67, 

Medium = 65% to 33.34%, Low = 32% to 0} and {High= 100% to 50%, and Low = 49% to 

0}. EWB has resulted in imbalanced classes, i.e. number of instances of high level does not 

equal the instances of low level. For each target variable, a classification model was developed 

Algorithm Parameter Values 

DT 
Max Depth = [5,8,10,13,15,18,20,25,27,32,35,37,40,44,46,50] 

RF 

Number of Estimators (tree) = 

[80,90,100,110,115,120,123,125,130,135,138,140] 
 

Max Depth = [5,8,10,13,15,18,20,25,27,32,35,37,40,44,46,50] 

KNN 

K range = range (1, 12) 
 

Weight Options = ['uniform', 'distance'] 
 

Uniform: All points in each neighborhood are weighted equally. 

Distance: weight points by the inverse of their distance (closer neighbors of 

a query point will have a greater influence than neighbors which are further 

away). 
 

GBoost 

Number of Estimators (tree) = 

[80,90,100,110,120,130,140,150,160,170,180,200] 
 

Max Depth = [2,3,5,8,10,13,15,18,20,25,27,32,35,37,40,44,46,50] 
 

Learning Rate = [0.01,0.1,1] 
 

AdaBoost 

Number of Estimators (tree) = 

[20,30,50,80,90,100,120,150,160,170,180,200] 
 

Learning Rate = [0.01,0.1,1,1.1] 
 

SVM 

C = [0.25,0.5,1, 10, 100, 1000] 
 

kernel = ['linear', 'rbf'*]  

* Radial basis function 
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(using Sklearn library in Python) applying each one of the suitable algorithms using stratified 

K-fold cross validation data split technique instead of the regular K-fold to ensure proportion 

of each class in the original dataset maintained in taring and test sets as possible. Table 11 

presents an overview of the metrics that can be used with classification models. Balanced 

accuracy was chosen as the evaluation metrics to compare the result of these different 

algorithms. Balanced accuracy is more suitable to imbalanced classes compare to accuracy 

(Figure 11 and Figure 12 illustrate this comparison in the case of imbalanced classes). The 

highest performance algorithm for each target variable (total 9 classification models) was 

selected to apply tuning in order to improve its performance. Tuning parameter values for each 

algorithm are presented in Table 10. Grid-Search by Sklearn was used as a tuning technique 

that computes the optimum values of hyperparameters of an algorithm. Therefore, there will 

be a classification model for each target variable developed based on the highest performance 

algorithm (e.g., the model of target variable A was built based on KNN while the model of 

target variable B was built based on Decision Tree). Figure   13 represents steps of applying the 

machine learning modeling. In the case of use classification to predict worker’s performance, 

there will be fixed values for PFij in the assigning model (1.0, 0.667, and 0.334 in case of three 

class and 1.0, and 0.5 in case of two classes).   

 

 

Figure 11. Confusion Matrix 
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Table 11. Overview of Some Evaluation Metrics for Classification Model 
 

 

 

 

Figure 12. Confusion Matrix Example 

 

Metric Definition Formula 

Accuracy 
The percentage of correct predictions 

made by a model. 

(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁)
 

Recall 
Percentage of correct predictions of a 

class among all that class samples. 

(𝑇𝑃)

(𝑇𝑃 + 𝐹𝑁)
 

Precision 
Percentage of correct predictions of a 

class among all predictions for that class. 

(𝑇𝑃)

(𝑇𝑃 + 𝐹𝑃)
 

Balanced 

Accuracy 

The average of correct predictions for 

each class was made by a model. It can 

be a better judge of performance in the 

imbalanced classes. 

“The average of recall obtained on each 

class”. 

1

2
(

𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
 + 

𝑇𝑁

(𝑇𝑁 + 𝐹𝑃)
) 
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4 CANTAB test result  
(9 Outcome Measures-

Represent 9 jobs)  
for each participant 

Inter-beat interval in 
seconds 

+  
Its detection time respect to 

the initial time (Unix 
timestamp in UTC) in 

seconds  
for each participant 

Transfer 
detection time 
to HH:MM:SS 
So, 5min of RR 

intervals before 
test is defined.  

 HRV-analysis 
library in 

Python, to 
calculate the 

six HRV 
features. 

The six HRV 
features 

represent 
independent 
variables and 
the 9 CANTAB 

measures 
represent 

dependent 
variables. For 39 
participant each 

one in a row 

Outliers detecting in the independent variables (Input features) and removed using IQR. 38 Participant 
remain. 

  

Input features are normalized using Min-Max method, so each feature has a range between 0 to 1. As 
some ML algorithms are sensitive to input features value range, specifically the instance-based 
algorithms. 

 Independent variables and one 
dependent variable used in a 

time.  

Each target variable is discretized 
into two & three levels using 

EWB. 

 Independent variables and one 
dependent variable used in a 

time.  

Machine Learning Algorithms: 

DT (md=non), DT (md=30), RF (#T=100), RF (#T=150), KNN (3), KNN (5), KNN (7), GBoost, AdaBoost, 

LSVM , RBF-SVM  

Machine Learning Modeling as 

(Classification) 
Machine Learning Modeling as 

(Regression) 

Evaluation 
Metrics for 
Regression 

 
- MAPE 

Evaluation 
Metrics for 

Classification 
 
- Balanced 

Accuracy 

Highest performance algorithm for each target variable was selected for tuning by using Grid-
Search by sklearn library to improve the performance.  
Therefore, there will be 9 models for regression, 9 models for classification of three classes, 
and 9 models for classification of two classes. 

Figure  13 . Machine learning modeling steps. 
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4. Result and Discussion 
 

This section discusses the results of the numerical example using the two models mentioned 

in phase two and three. The models were tested for different scenarios.  

4.1 Jobs assigning models based on skills matching (phase two) 

 

The model was written in Python language and was solved by using Gurobi solver. 

Then it was tested using the following input data;  

• number of workers = 5 

• number of jobs 7 

• number of skills = 4  

• time periods = 2 

Each Job requires a certain level of skill (1 to 5). Each worker has a certain level of 

each skill (1 to 5). For each time period, there was a specific production capacity and a worker 

assignment cost limit for each station (Job). To see how the model responses, two scenarios 

were considered.  

The first scenario involves changing the jobs required skills level which resulted in the 

outputs presented in Figure 14 while the workers skills level and other parameters remain 

constant. The production capacity per station UCjt was set to be between 40 and 90. The 

production value associated with the average Q/S ratio of the selected workers was recorded. 

In this respect, Q/S ratio is the average of the individual ratios of a worker skill level to the job 

required level of that skill. In Figure 14, the horizontal axis represents the average Q/S for the 

selected workers to perform 5 jobs. The Y axis represents the production revenue. For example, 

the second data point where Q/S equals 1.650 and production revenue is $1,674. The selected 

workers are shown in Table 12 where worker 1 will do job 1 in the first time period and worker 
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2 will do this job in the second time period. This is due to the different production capacity 

limit per station in each time period. In the third data point, where the required skills levels for 

certain jobs have changed, a new worker/job combination with different average Q/S (like 

1.758) and its associated production revenue ($1,777) have generated.  

 

Figure 14. Production revenue associated with average Q/S 

 

Table 12. Workers/Jobs combination 

Xijt 
Average 

∑Qil/Sjl 

Production 

Revenue $ 
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In general, production revenue has an increasing rate. In certain cases, the production 

revenue would decrease depending on the combination of available workers. Thus, the model 

must satisfy all constraints and maximize the production revenue with the available workers. 

The second scenario comprises using the same data in Scenario 1, except the production 

capacity per station (UCjt). In this scenario, the production capacity limit was decreased to be 

between 23 to 38; and then the production revenue associated with the average Q/S ratio for 

the selected workers was recorded.   Table 13 and          Table 14 are the results for the same 

job and same available workers but for different production capacity limits. Accordingly, 

different workers to job combination as well as different Q/S and production revenue were 

obtained. 

In general, in this scenario, production revenue would decrease, and workers to job 

combination changed for the same required skills and available skills. This is due to differences 

in production capacity as compared in Figure 15 

  Table 13. workers/ jobs combinations  

with high capacity 
 

Xijt 
Average 

∑Qil/Sjl 

Production 

Revenue 

‘High C’ 

131 

1.93 1,929 

132 

171 

172 

211 

212 

251 

252 

321 

322 

342 

441 

461 

462 

         Table 14. workers/ jobs combinations    

with low capacity 
 

Xijt 
Average 

∑Qil/Sjl 

Production 

Revenue 

‘Low C’ 

131 

1.90 1,857 

152 

171 

172 

211 

212 

232 

241 

321 

322 

351 

442 

461 

462 
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Figure 15. Production revenue associated with average Q/S for low and high production 

capacity. 

 

4.1.1 Enhancing the Model 

 

By changing the level of jobs’ required skills or the production limits, the model 

sometimes does not find a solution due to some of the existing workers’ production rate 

exceeding the capacity limits. To relax the model, a variable to determine the number of hours 

performed by the worker is needed. This variable (Yij : Number of working hours performing 

job j by worker i) will relax the model by accommodating workers who can perform the job, 

but their production rates would result in exceeding production limits or cost limits. Thus, the 
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new variable can determine the number of hours not to exceed the limits and at the same time 

accommodate that worker to perform the job.  

4.2 Job assigning model based on skills matching and real time Factor  

 

The model was solved by using Gekko solver in Python (and it is nonlinear model).  

The number of working hours Yij introduced as another decision variable. In addition, predicted 

performance factor 𝑃𝐹𝑖j value for each worker in each job is obtained from the developed 

machine learning model that predicts worker’s performance based on worker’s real time data 

status (HRV features as input data for the prediction models). The next section provides the 

relevant results followed by another section that shows the response of the assignment model 

in four scenarios.  

4.2.1 Machine Learning Model Results  

 

Nine prediction models were developed to predict workers performance in 9 jobs to be 

used in the assignment model. Two types of prediction models were developed. The first type 

includes regression models to predict a continuous value of the cognitive measure where 

MAPE was used as evaluation metrics because of easy interpretation. The second group 

consists of classification models to predict the level of the cognitive measure with two classes 

(High =1 and Low = 0.5) or three classes (High =1, Medium= 0.67, and Low = 0.34). In this 

way, 9 classification models were developed to predict two classes, and 9 models to predict 

three classes for nine jobs. Six different algorithms (DT, RF, KNN, GBoost, AdaBoost, and 

SVM) were used to train the models for both regression and classification. Table 15 presents 

the value of MAPE of each algorithm for each performance measure. Next, the algorithm with 

highest MAPE was tuned. Table 18 presents the algorithm with lowest MAPE after tuning for 
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each performance measure. For two-classes classification, Table 16 presents the value of 

Balanced accuracy of each algorithm for each performance measure. Then, the algorithm with 

highest balanced accuracy was tuned. Table 18 present the algorithm with highest balanced 

accuracy after tuning for each performance measure. For three classes classification, Table 17 

presents the value of balanced accuracy of each algorithm for each performance measure. No 

tuning was done for the three-class classification model due to very low balance accuracy.  

Table 15.Value of MAPE of each algorithm for each performance measure 

 

 

Table 16.Value of Balanced Accuracy of each algorithm for each performance measure_ 2 

classes 

Algorithm 

MAPE % 

MOT RVP SST SWM 

ML ME PH ML SSRT MRT PSS ME ST 

DT (md=non) 30.04 31.37 23.12 19.20 25.69 36.71 35.71 484.80 19.19 

DT (md =30) 30.68 31.93 23.34 19.73 26.71 38.52 38.05 544.31 16.45 

RF (# tree =100) 22.09 30.24 18.54 14.02 24.74 35.19 28.63 516.37 16.38 

RF (# tree =150) 21.99 30.56 18.27 14.54 24.41 34.77 28.01 486.36 15.98 

KNN (k=5) 19.41 31.22 17.41 15.19 24.97 31.94 26.19 408.94 16.92 

KNN (k=3) 20.23 31.64 18.74 15.73 25.57 31.58 27.70 380.33 16.23 

KNN (k=7) 19.23 31.49 19.00 15.73 22.84 32.33 23.61 436.07 16.16 

GBoost 22.54 28.72 20.67 15.96 21.21 37.52 34.46 509.60 17.86 

AdaBoost 18.22 31.48 18.58 16.55 22.10 29.81 31.71 451.66 15.17 

SVM_L 19.64 29.39 19.25 16.54 18.87 31.57 29.27 258.08 16.08 

SVM (RBF) 19.48 29.33 19.69 16.56 19.00 31.55 28.61 261.37 16.47 

Algorithm 

Balanced Accuracy % for 2 classes 

MOT RVP SST SWM 

ML ME PH ML SSRT MRT PSS ME ST 

DT (md=non) 51.67 44.33 62.33 51.67 50.95 59.33 39.67 54.05 47.00 

DT (md =30) 50.00 44.67 53.17 49.67 54.29 64.67 43.33 54.05 47.00 

RF (# tree =100) 48.33 52.00 54.83 59.67 45.48 45.00 46.67 70.00 54.83 

RF (# tree =150) 48.33 45.33 47.83 54.67 45.48 46.33 48.33 68.57 54.83 

KNN (k=5) 50.00 44.67 44.83 46.67 50.00 51.67 45.00 70.00 60.67 

KNN (k=3) 45.00 47.33 45.83 44.67 48.33 46.00 45.00 70.00 62.00 

KNN (k=7) 50.00 42.67 43.00 53.33 50.00 48.33 48.33 70.00 54.00 

GBoost 70.00 47.00 46.67 62.33 49.29 54.33 43.33 56.90 51.33 

AdaBoost 61.67 55.33 46.33 57.33 49.29 51.33 39.67 61.19 62.00 

SVM_L 50.00 50.00 50.00 50.00 50.00 50.00 50.00 70.00 50.00 

SVM (RBF) 50.00 48.33 47.50 48.33 50.00 48.33 50.00 70.00 50.33 
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Table 17.Value of Balanced Accuracy of each algorithm for each performance measure_ 3 

classes 

 

 

Table 18. Highest performance algorithms for regression and classification 

Cognitive 

Measures 

Prediction Models 

Regression Classification_2 Classes 

MOT 

ML 

AdaBoost (learning rate = 0.1, # of 

estimators = 90) 

MAPE = 17.5% 

- GBoost (learning rate = 0. 1, # of 

estimators = 80, max depth = 3) 

- Balanced Accuracy = 70% 

ME 

- GBoost (learning rate = 0.01, # of 

estimators = 120, max depth = 5) 

- MAPE = 26.6% 

- AdaBoost (learning rate = 1.1, # 

of estimators = 120) 

- Balanced Accuracy = 64% 

RVP 

PH 
- KNN (k =5, weights = distance) 

- MAPE = 17.7% 

DT (max depth =32) 

 Balanced Accuracy = 64.3% 

ML 

- RF (# of estimators = 90, max 

depth = 10) 

- MAPE = 13.4% 

- GBoost (learning rate = 1, # of 

estimators = 80, max depth = 5) 

- Balanced Accuracy = 64.3% 

SST 

SSRT 
- SVR (C=100, kernel=RBF) 

- MAPE = 17.4% 

DT (max depth =50) 

 Balanced Accuracy = 55% 

MRT 

- AdaBoost (learning rate = 0.1, # 

of estimators = 90) 

- MAPE = 28% 

- DT (max depth =3) 

-  Balanced Accuracy = 66.6% 

PSS 
- KNN (k =11, weights = uniform) 

- MAPE = 23.1% 

- SVC (C=1, kernel='linear') 

- Balanced Accuracy = 50% 

SWM 

ME 

- SVR (C=0.5, kernel='linear') 

- MAPE = 255.6% 

- RF (# of estimators = 80, max 

depth = 2) 

- MAPE = 70% 

ST 

- AdaBoost (learning rate = 1, # of 

estimators = 20) 

- MAPE = 14.4% 

- AdaBoost (learning rate = 0.01, # 

of estimators = 100) 

- MAPE = 64.6% 

Algorithm 

Balanced Accuracy %  for 3 classes 

MOT RVP SST SWM 

ML ME PH ML SSRT MRT PSS ME ST 

DT (md=non) 27.67 43.89 37.22 32.50 32.56 41.00 28.33 39.11 30.67 

DT (md =30) 29.33 47.78 47.50 35.00 29.22 43.00 28.33 38.22 30.67 

RF (# tree =100) 43.67 36.67 35.56 44.17 36.44 31.00 31.67 38.22 31.33 

RF (# tree =150) 40.33 37.22 35.28 40.56 36.44 32.67 27.78 38.22 32.67 

KNN (k=5) 37.33 32.22 28.06 43.61 40.00 35.33 35.56 40.22 36.67 

KNN (k=3) 31.33 44.44 29.44 40.00 38.33 26.67 37.22 41.11 32.00 

KNN (k=7) 38.00 39.44 31.94 43.06 40.00 35.33 45.56 42.22 31.33 

GBoost 39.67 45.00 37.50 50.28 30.89 40.00 21.67 44.22 31.33 

AdaBoost 42.67 29.44 32.78 41.11 35.33 38.67 25.56 39.56 28.67 

SVM_L 40.00 31.67 29.72 40.56 40.00 36.67 35.00 43.33 36.67 

SVM (RBF) 40.00 42.78 30.28 49.44 40.00 36.67 35.56 43.33 36.67 
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Accordingly, SWM (Mean Error) model was excluded due to its very high MAPE 

value. For two-classes classification models, SST and Proportion of successful stops models 

were excluded due to their low balance accuracy values. All three-classes models were 

disregarded due to their low prediction accuracies. Thus, six regression models and six two-

classes classification models were used for predicting the performance factor in the assignment 

model. These models were exported using pickle package (file_name.pkl) in Python to be ready 

for recall by Python and performing the prediction when it is needed.   

 

4.2.2 Assigning model Response. 

 

 The assignment model was tested using the following inputs:  

• number of workers = 6 

• number of jobs = 6,  

• number of skills = 4, with specific rotation periods 

 

Each Job requires a certain level of skill (1 to 5). Each worker has a certain level of 

each skill (1 to 5). There was a specific production capacity and worker assignment cost limits 

for each station (Job). Predicted performance factor 𝑃𝐹𝑖j for each worker in each job (6 jobs) 

obtained from the machine learning models. Regression models predict the original target value 

of each measure. This value normalized to be between 0 and 1 using Max-Min method based 

on the original value.  The classification model predicts the level as high or low where high set 

to be equal 1 and low equal 0.5. Table   19 presents an example of input data for the prediction 

models and the predicted value (regression and classification) for 6 workers in the first 3 jobs.  

Hence, each job has its own prediction model as mentioned in Table 18. 
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Table  19 :An Example of input data for the prediction models and the predicted value 

 

To better evaluate the model performance, four scenarios were considered. The first 

scenario involves changing the required skills level which creates the results in Figure 16. 

Again, we keep the workers’ skills level and other parameters remain as they are where the 

rotation period below or equal 8 hours. Then, we record the production revenue associated with 

the average Q/S ratio of the selected workers. The last data point where Q/S equals 2.42 and 

production revenue $5,380, the workers/jobs combination and their optimal working hours are 

presented in Table 20. 

 

Figure 16. Production revenue associated with average Q/S for 8-hours shift. 

 

In general production revenue would increase, but in some cases, we could detect a 

decrease in production revenue. This is mainly due to the combination of available workers 
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and the number of working hours determined by the model (not to exceed the production and 

cost limits). Hence, the model could satisfy all the constraints and maximize the production 

revenue with the available workers. 

Table 20. Workers/Jobs combination 
 

 

 

 

 

 

 

The second scenario comprises using the same data in the Scenario 1 (except the 

rotation period). In this scenario 2, the rotation period is 6 hours or less. Then the production 

revenue associated with the average Q/S ratio for the selected workers was recorded. The 

results in Table 21 and Table 22 are for the same job and same available workers. Here, due to 

different rotation period, we obtained different workers to job combination as well different 

Q/S and production revenue. In this scenario, production rate would decrease, and workers 

combination changed for the same job required skills and worker skills due the different 

production capacity as compared in Figure 17. 

The third scenario involves testing the model response by applying the worker’s 

predicted performance factor 𝑃𝐹𝑖j obtained from the regression models.  In this scenario, same 

data in Scenario 2 was used but without changing worker skills level or jobs requirement level 

data. The assignment model was fed with new prediction revenue of each worker in each job. 

The model then determines worker to job assignments and the production revenue associated 

with the average Q/S ratio for the selected workers was recorded and presented in Figure 18. 

Table 23 and Table 24 show the results for the same job and same available workers but due 

Xij 
Average 

∑Qil/Sjl 

Production 

 Revenue 
Yij 

13  

 

2.42 

 

 

  

5,380 

  

8 

22 8 

36 7.2 

41 7.6 

54 7.5 

65 8 
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to difference in worker’s predicted performance factor 𝑃𝐹𝑖j, different job assignment as well 

as different Q/S and production revenue were obtained.  

 

 

Figure 17. Production revenue associated with average Q/S for 8- and 6-hours shift. 
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Table 21. workers/ jobs combinations 

with 8 Hours shift 

Xij 
Average 

∑Qil/Sjl 

Production 

 Revenue 
Yij 

11 

 

2.42 

 

  

 

5,285 

 

  

7.1 

23 8 

32 8 

46 7.2 

45 7.5 

65 8 
 

Table 22. workers/ jobs combinations 

with 6 Hours shift 

Xij 
Average 

∑Qil/Sjl 

Production 

 Revenue 
Yij 

13 

 

2.56 

  

 

 

4,539 

 

  

6 

62 6 

31 6 

44 5.6 

52 6 

65 6 
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Figure 18. Production revenue associated with average Q/S for same workers and jobs with 

different predicted PFij (Regression) 
 

Table 23. workers/ jobs combinations with 

predicted PFij (Regression) 

Xij 
Average 

∑Qil/Sjl 

Production 

Revenue 
PFij Yij 

11  

 

 

1.88 

 

  

 

 

2,038 

  

0.709 6 

24 0.687 6 

32 0.723 6 

45 0.810 6 

56 0.489 6 

63 0.646 6 

 

worker’s predicted performance factor for each job 
 

 j1 j2 j3 j4 j5 j6 

i1 0.709 0.615 0.543 0.482 0.661 0.419 

i2 0.504 0.737 0.169 0.687 0.801 0.413 

i3 0.693 0.723 0.456 0.557 0.700 0.339 

i4 0.369 0.585 0.678 0.498 0.810 0.435 

i5 0.481 0.763 0.535 0.475 0.601 0.489 

i6 0.698 0.512 0.646 0.474 0.728 0.435 
 

Table 24. workers/ jobs combinations with 

predicted PFij (Regression) 

Xij 
Average 

∑Qil/Sjl 

Production 

Revenue 
PFij Yij 

15  

 

 

1.93 

 

  

 

 

2,150 

  

0.617 6 

21 0.852 6 

32 0.512 6 

44 0.456 6 

56 0.793 6 

63 0.451 6 

 

worker’s predicted performance factor for each job 
 

 j1 j2 j3 j4 j5 j6 

i1 0.481 0.349 0.482 0.232 0.617 0.685 

i2 0.852 0.453 0.627 0.228 0.224 0.174 

i3 0.672 0.512 0.548 0.467 0.627 0.391 

i4 0.698 0.176 0.814 0.456 0.645 0.370 

i5 0.675 0.350 0.604 0.478 0.626 0.793 

i6 0.667 0.440 0.451 0.645 0.706 0.391 
 

 

The fourth scenario involves testing the model by applying the worker’s predicted 

performance factor 𝑃𝐹𝑖j obtained from the classification models.  In this scenario, same data 

in Scenario 3 was used. The model could assign worker to job and the production revenue 

associated with the average Q/S ratio for the selected workers was recorded as presented in 

Figure   19 Figure   19 . Table 25 and Table 26 provide the results for the same job and same 

available workers but due to difference in worker’s predicted performance factor 𝑃𝐹𝑖j, 
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different workers to job assignments as well as different Q/S and production revenue were 

obtained. To this end, it is possible to realize that the assignment model could acceptably deal 

with both prediction type regression and classification. However, classification shows a higher 

production revenue curve. Since the classification performance prediction results is either 1 or 

0.5, the model will select the worker with high performance whenever it satisfied the 

constraints and lead to the higher optimal production revenue. 
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Table 25 . Workers/ jobs combinations with 

predicted PFij (Classification) 

Xij 
Average 

∑Qil/Sjl 

Production 

 Revenue 
PFij Yij 

16  

 

 

1.902 

 

  

 

 

3,191 

  

1 6 

24 1 6 

35 1 6 

42 1 6 

51 1 6 

63 1 6 

 

worker’s predicted performance factor for each job 

 j1 j2 j3 j4 j5 j6 

i1 1 1 1 0.5 1 1 

i2 0.5 1 0.5 1 1 0.5 

i3 1 1 1 1 1 0.5 

i4 0.5 1 1 0.5 1 0.5 

i5 1 0.5 1 0.5 0.5 1 

i6 1 0.5 1 0.5 1 0.5 

 

 

Table 26 . Workers/ jobs combinations with 

predicted PFij (Classification) 

Xij 
Average 

∑Qil/Sjl 

Production 

 Revenue 
PFij Yij 

12  

 

 

1.89 

 

  

 

 

3,176 

  

1 6 

24 1 6 

36 1 6 

41 1 6 

55 0.5 6 

63 1 6 

 

worker’s predicted performance factor for each job 

 j1 j2 j3 j4 j5 j6 

i1 1 1 0.5 1 0.5 0.5 

i2 1 0.5 1 1 1 0.5 

i3 0.5 0.5 1 0.5 0.5 1 

i4 1 1 1 0.5 0.5 0.5 

i5 0.5 0.5 0.5 0.5 0.5 0.5 

i6 1 0.5 1 1 1 0.5 

 

 

Figure  19 . Production revenue associated with average Q/S for same workers and jobs 

with different predicted PFij (Classification) 
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5. Conclusion 

5.1 Summary of results  
 

Industry 4.0 aims to empowering customers with the so-called individualized products, so 

the manufacturing tasks are changing to accommodate that individual customized products and 

its associated demands which lead to a need for adaptive employees who are able to perform 

different types of jobs. This transformation will alter job profiles, necessitating the acquisition 

of a new and diverse set of worker skills which creates the need for multi-skills workers. A 

production manager in the era of I4.0 is in need for developing and utilizing an appropriate 

workforce planning that considers workers with different types of skills to cope with I4.0 

requirements and achieve efficient production. In this research an assignment model is 

developed which is able to assign workers to jobs based on both skills matching considering 

various skills level and workers’ physiological status which impact worker’s performance. The 

ultimate goal of the model is to maximize production profit by selecting worker to job 

combination that achieves the optimal production value.  

Based on a thorough literature review, a model to identify skills needed for industry 4.0 

along with their level is presented too. This skills identification model can be used by the 

production manager to identify skills needed for jobs and possessed by workers to be used as 

inputs in the assignment model. The model was then tested with fixed worker’s skills level and 

varying skills level. The model properly responded to these changes and assigned workers to 

certain jobs that resulted in optimal production value.  Furthermore, the assignment model 

responded acceptably to the varying production capacity limit. However, in some situations the 

model does not provide a solution due to the fact that workers’ production level exceed the 

production capacity. Thus, a new variable was introduced (working hours) to accommodate 

those workers’ production level. The model was tested with different working hour values and 

provided acceptable performance and resulted in optimal production revenue.  
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I4.0 technologies provide means to collect workers’ physiological status in real-time. Since 

the worker’s status is proven to affect his/her performance. In this study, worker’s performance 

data was applied in the job assignment model. The performance values are predicted by 

machine learning models using workers’ physiological status data, mainly HRV features. To 

test the assignment model response with real data, machine learning models were developed 

using available published dataset. The dataset is for number of students who performed 4 

cognitive tests which have in total 9 cognitive measures (for our assigning model, each 

cognitive measure represents a job). Inter beat interval (where HRV features derived) was 

recorded for each student before starting the tests and the result of these 9 measures were 

reported. This dataset was used to train prediction models where each cognitive measure 

considered as target variable and the HRV features are the dependents variables. For each 

cognitive measures (job) Two types of prediction models were developed, regression and 

classification. Out of the 9 regression models, 8 models have an acceptable performance. For 

classification, 7 two-classes classification models have acceptable performance. Balanced 

accuracy was used to evaluate the classification model. All three-classes classification models 

were disregarded due to their low balanced accuracy. 

To test the assignment model response to the predicted workers’ performance value, 6 

mutual models were selected (6 for regression and 6 for classification) to predict performance 

value of 6 workers in 6 jobs. The model responded acceptably to the predicted workers’ 

performance and could provide a job assignment that resulted in optimal production revenue. 

To sum up, skills and skill levels need be considered in the assignment model in the area 

of industry 4.0. along with real-time data about worker status. This assignment model is able 

to assign workers to jobs based on skills matching considering the skills level and engaging 

workers’ performance factor that is predicted by machine learning models either as regression 

or classification.    
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5.2 Limitations 
 

This section describes some limitations in the assigning model and in the machine 

learning models. For the assigning models, one of its limitations is that the skills required by a 

job were treated evenly. Suppose a job required three skills with certain level to be performed. 

In particular, one of these skills is more important and has higher impacts on the job 

performance compared to the other two. Therefore, skills weight can be introduced to the model 

where a job requires different skills with certain levels and also each skill has a weight (skills 

weight summation equal 1). Doing this, the assignment model will treat skills differently.  

Another limitation in the assignment model is that both predicted performance factor 

PFij and the Q/S ratio contribute evenly to the worker production. Suppose the machine 

learning model performance is low. Thus, the predicted performance factor contribution to the 

workers production rate should be minimized. One way to solve that is by giving a weight for 

the Q/S ratio and PFij (both weight summation equal 1, ws + wp =1), therefore the left side of 

the objective function could be changed as follow: 

[ x𝑖𝑗 ∗  𝑌𝑖𝑗 ∗  𝑉𝑗 ∗ (LCj ∗ {ws ∗ [(∑ QiL   / SjL )/𝐿 ] + wp ∗ 𝑃𝐹ij} ) 

𝑙=𝐿

] 

The main limitation of the machine learning process was the dataset size. The dataset 

size is relatively small, only 38 data rows were used to train the prediction models. Larger 

dataset would provide more reliable prediction.  

Another considerable limitation is that the resting period (where the HRV features were 

evaluated based on) which is defined before the first test. In the sued dataset, all the tests were 

taken without having a resting period between them. That could result in inaccurate 

performance, for example in second test because the participant got effect by the first test. that 

applicable for third test performance affect by the second test.  

 



78 

 

5.3 Future Work 

 

This section provides directions for future work regarding the assignment model and 

the associated prediction model. The presented assignment model in this research focused on 

worker’s performance that was predicted based on real-time data using workers’ status. 

However, other types of real-time data about workers’ status such as stress level can be also 

utilized. For certain jobs, stress can have a huge impact (e.g. jobs that involve decision making). 

In doing so, a manager can define for each jobs the accepted stress level (STj; High =3,Med=2, 

Low=1), hence the assignment model considers that in the assignment process. The stress level 

can be treated as constraint in the model:   

Xij ∗  ( 𝑆𝑇𝑗 − 𝑆𝑇𝑖) ≥ 0 

To predict stress level based on HRV feature, several studies have been performed in 

this area and couple of studies published the dataset used in their prediction models.  

Nkurikiyeyezu et al.[144] develop a generic stress prediction model to predict stress level of 

any person instead of person-specific prediction model. They used a dataset of 15 participant 

that reaches to 81,892 data rows with approximately 5,300 – 5,460 observations for each 

participant. Their prediction model accuracy reached 92.5%.  

In the machine learning models, the input features (independent variables) for the 

models are mainly six HRV features (SDNN, RMSSD, pNN50, HF, LF, and LF/HF). Other 

HRV features could be added and that might improve the model’s performance. In addition to 

the HRV, Electro-Dermal Activity (EDA), and skin temperature (TS) could be also used as 

input features. According to Sharma et al. [145], cognitive performance naturally involves 

cognitive workload, which is known to influence physiological responses, such as HRV, EDA, 

and TS. Therefore, the use of automated methods that rely on measuring these physiological 
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responses is becoming increasingly popular to assess cognitive performance and cognitive 

workload, which are known to influence an individual's physiological responses. 

Other direction for future work to improve the machine learning models can be the use 

of feature selection technique such as LASSO and RF instead of using predefine input features.  

Moreover, trying different time window to evaluate HRV features could lead to different 

results. Hence, instead of using 5 minutes recording period, 1 or 2 minutes could be used or 

even 30 or 10 seconds. all these time windows have been reported in the literature, however, 

they are not recommended by the Task Force of The European Society of Cardiology and The 

North American Society of Pacing and Electrophysiology [131].  
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